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1 POLITICAL INSTITUTIONS AND FINANCE -GROWTH NEXUS IN  

EMERGING MARKETS AND DEVELOPING COUNTRIES: NEW  

EVIDENCE FROM DYNAMIC PANEL THRESHOLD REGRESSION  

Ly Slesman a,*, Ahmad Zubaidi Baharumshah a, b and W.N.W. Azman-Saini a, b 

 
a Department of Economics, Faculty of Economics and Management, Univer-

siti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia 

 
b Financial Economics Research Centre, Faculty of Economics and Manage-

ment, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia 

 

 

ABSTRACT 

 
Recent theoretical and empirical evidences suggest that political institutions are the core 

component of institutional matrix in emerging market and developing countries, in the sense 
that they set stages for other institutions (e.g. economic and legal institutions) to be devised and 

influence the growth process. This raises an important question whether recent cross-national 

country study that pool poor and rich countries together in one sample to study the nonlinear 

effect of (economic) institutions on finance-growth nexus miss the role play by political institu-

tions in developing countries. This study is an attempt to fill this gap. Using a dynamic panel 

threshold regression, this paper robustly finds that financial development only contribute to 

higher growth in developing countries with qualities of their political institutions reach a cer-

tain minimum level. Thus, minimizing political risks through improvement in political institu-

tions can improve the growth dividend of financial development.  

 

JEL Classification: O43 G20 
 

KEYWORDS : Political institutions; Dynamic panel threshold model; Financial development; 

Economic growth; Emerging markets; Developing countries. 

 

1. INTRODUCTION  

Conventional wisdom suggest that well-developed financial system help in-

crease economic efficiency in channeling scarce resources to the most efficient 

usage which have positive effect on long-term economic development (Levine, 

1997). Large empirical evidences from cross-sectional, time-series and panel 

studies have shown that financial development is growth promoting. Moreover, 

recent accumulated empirical evidence emerges to show that the finance-growth 

nexus exhibit nonlinearity depending on the third mediating/facilitating struc-

tural factors.1 Many recent studies show that nonlinearity of the finance-growth 

                                                
*  Corresponding author. Tel.: +603 89467632; fax: +603 89486188; E-mail: lysles-

man@gmail.com  

1. Another sources of the nonlinearity (i.e. the inverted U-shape connection between finance 

and growth) derive from recent studies that question the predominant view of ómore finance, 

mailto:lyslesman@gmail.com
mailto:lyslesman@gmail.com
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nexus depend on institutions (Law et al., 2013; Law and Demetriades, 2006).2 

These studies conclude that the nature of finance-growth relationship change 

with these structural factors, e.g. higher qualities of institutions (e.g. low cor-

ruption) translate into well-developed financial system that promote growth. 

However, many of these studies postulate (and empirically verifies) on the im-

portant of institutions that based on economic institutions, one dimension of 

broad institutional matrix. Furthermore, they based their studies on the global 

sample of developed and developing countries. It is well-acknowledged that in-

stitutional quality (and financial development) in rich countries are very high 

compare to the less-developed and poor countries. According to recent theoret-

ical postulation suggests that political institutions determine the emerging and 

persistence of economic institutional arrangements, the so-called óhierarchy of 

institutional hypothesis (HIH)ô (Acemoglu et al., 2005, Acemoglu and Robin-

son, 2008), thus put forward the proposition that political institutions are the 

core dimension of the broad institutional matrix. Recently, this theoretical prop-

osition receives increasing empirical supports. For example, many study found 

that political institutions affect growth indirectly through its influence on other 

growth determinants (e.g. investment, foreign capital inflows, and human capi-

tal) (Aidt et al., 2008; Flachaire et al., 2014; Slesman et al., 2015a).   

 

From these two strands of literature, nonlinearity of finance-growth rela-

tionship and the important of political institutions as the core dimension of in-

stitutional matrix, raise an important question that can, and how important, po-

litical institutions play a role in nonlinearity of the finance-growth nexus. The 

main contribution of this study is our attempt to answer this question. Another 

contribution of our study is through the use of advanced and recent empirical 

approach, i.e. dynamic panel threshold regression (DPTR) framework, in our 

attempt to answer this question. In that, DPTR allow the data to search (rather 

than impose, which is the case with interaction term model)3. Last but not least, 

we only focus on a relatively more homogenous panel of countries comprising 

emerging markets and developing countries over relatively longer period of 

time, with five-year non-overlapping over 1975-2010.   

 

                                                
more growthô and show that recent financial crisis demonstrate that such view may not be cor-

rect and that the more correct proposition is óbetter finance, more growthô (see for example 

Arcand et al., 2012; Law and Singh, 2014; Samargandi et al., 2015; among others). 

2. Others also show that finance-growth nexus depends on inflation (Huang et al., 2010), and 
openness (Herwartz and Walle, 2014). 

3. The alternative interaction model impose a restriction that effect of finance on growth mon-

otonically  increase or decrease with the level of institutions. If the relationship is characterized 

by an inverted U-shaped, then such model is not appropriate (see, Berry et al., 2012).   
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The remaining of this paper is as follow. Section 2 provides the discussion 

on the model specification, and methodology and data employed. Then, the em-

pirical finding are reported and discussed in Section 3 follows by Section 4 to 

summarize and conclude the paper.     

 

2. MODEL SPECIFICATION, METHODOLOGY AND DATA  

 

We consider the nonlinear empirical growth model (Mankiw et al., 1992; 

Islam, 1995; Law et al., 2013) as follow: 

 (1) 

or  

  (2) 

Subscript i and t indicate country and time index respectively, ώ  is the log 

transformation of real GDP per capita, ὢ  is a vector of other control variables 

hypothesized to affect output growth, – is a time-invariant unobserved country-

specific effect term, and ‘  is the usual error term. As in Islam (1995), the co-

efficient on ώȟ  should be positive to indicate conditional convergence and 

negative if divergence (see also Slesman et al., 2015).4 Positive-signed coeffi-

cient on the lag dependent variable would confirm convergence hypothesis 

where laggard countries grow faster than, and catch-up with, advanced coun-

tries. Since growth literature provide no clear guidance on the set of control 

variables to be included in the growth regression, we opt for the theoretical 

driven ones that included the log of initial income, population growth, the in-

vestment ratio, and Barro and Leeôs (2013) stock of secondary schooling to 

proxy for human capital. These set of control variables reflect growth model 

augmented human capital extended in Mankiw et al. (1992).5 Furthermore, 

these controlled variables were also used as base control variables in the robust 

study using extreme bound analysis (EBA) (Levine and Renelt, 1992).  

 

The focal variable of this study is ὊὍὔ, the level of financial development. 

ὊὍὔ is allowed to influence long-run economic growth depending on whether 

ὖὍὔὛ, quality of political institutions, is below or above the estimated thresh-

old ‎ as defined by indicator function I(.).  This indicator takes the value of 1 if 

ὖὍὔὛ is below ‎ and 0 otherwise for the low-PINS regime, and the same ap-

plication is also applied for high-PINS regime. Through this specification, the 

effects of ὊὍὔ on growth is measured through coefficient ‍ (‍) in low-PINS 

(high-PINS) regimes. We also include regime intercept ‏ to account for regime 

                                                
4. The speed of convergence ‗ can be derived by solving ‍ ρ ‌ ÅØÐ‗ὸ where t is the 
time between current and lagged income, which is 5 in this paper.  

5. This unclear guidance from growth literature maybe due, in part, to the fact that researchers 

have detected that there are as many potential growth-determinants as the number of countries 

currently exist for the analysis (Durlauf, Johnson, and Temple, 2005). 

ituiitXitPINSIitFINitPINSIitPINSIitFINtiyity ++¡+>+¢+¢+-+= hqgbgdgba )(2)(1)(11,)1(

itiitXitPINSIitFINitPINSIitPINSIitFINtiyity u++¡+>+¢+¢+-= hqgbgdgbb )(2)(1)(11,
~
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bias in the context of panel threshold regression. The reason of doing so is that 

Bick (2010) shows that omitted variable biases in the panel threshold model can 

be severed. Failure to control for regime specific effects can severely bias the 

estimated coefficients.  

 

To estimate Eq. (2), we rely on the dynamic panel threshold regression 

(DPTR) proposed by Kremer et al. (2013) as an extension of Hansenôs (1999) 

non-dynamic panel threshold regression method. DPTR make use of Caner and 

Hansen (2004) instrumental variable threshold (IVTR) methodology to correct 

for endogeneity bias that is due to the included lag dependent variable in the 

context of dynamic growth regression. First and foremost, the application of 

DPTR considers two sets of regressors contain in ὢ . The first set, ὢ , contain 

exogenous (or predetermined) variables and the other subset, ὢ , contain en-

dogenous variables which correlated with ‘ . As in Law and Singh (2014), the 

lag-dependent variable, ώ , is considered to be endogenous and belong to 

ὢ  while the rest of the remaining regressors belong to ὢ . Then, the DPTR 

procedure is as follow.   

 

A fixed-effects transformation is conducted on the model to get rid of coun-

try-specific terms using Arellano and Boverôs (1995) forwards orthogonal de-

viations transformation instead of the standard within transformation employed 

in Hansen (1999). This is to avoid serial correlations in the transformed error 

terms. Another advantage of such transformation is that the methodology devel-

oped in Caner and Hansen (2004) can be used in the context of dynamic panel 

specification (see Law and Singh, 2014). Next, Caner and Hansenôs (2004) 

IVTR procedure is relied upon to estimate regression coefficients. Briefly, 

IVTR procedure involves three steps. First, Ordinary Least Square (OLS) esti-

mation is used on the reduced form regression that expresses lag-dependent var-

iable (i.e.ώ ) as a function of its instruments. Following Arellano and Bover 

(1995) and Kremer et al. (2013), we use the lag values of ώ  as instruments 

for ώ . Then the predicted values of the lag-dependent variable are generated 

and replace the one (i.e. the original lag-dependent variable) in the structural 

equation, Eq. (2). Then, the second step involving running the sequences of re-

gressions using OLS on Eq. (2) in the search to compute the threshold value, ‎. 
The threshold value, ‎, of PINS is selected when it minimizes the sum of square 

residuals, denoting Ὓ‎, i.e. ‎ ÁÒÇÍÉÎὛ‎. Then, the confidence interval 

for the threshold variable can be constructed as ɜ ‎ȡὒὙ‎ ὅ‌  where 

ɜ is an asymptotic confidence region for ‎; ὅ‌) is the percentile asymptotic 

confident interval for threshold values of the asymptotic likelihood ratio. Fi-

nally, once ‎ is determined, the slope coefficients are then estimated using gen-

eralized method of moments (GMM). 
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We estimate Eq. (2) using DPTR on a panel of 77 developing and emerging 

economies over the period 1976ï2010, selected based on the availability of re-

liable data. Appendix A provides the list of countries included in this study. In 

order to smooth out the business cycle fluctuations and focus on the medium- 

and long-term relationship between political institutions and finance-growth 

nexus, we use 5-year averages of the variables. The sample period is divided 

into seven non-overlapping five-year periods (1976ï1980, 1981ï1985, 1986ï

1990, 1991ï1995, 1996ï2000, 2001ï2005, 2006ï2010), reducing the time di-

mension to seven.6 For some countries, data are missing for some years, so we 

are dealing with an unbalanced panel. The sample period is chosen partly for 

convenience and because of data limitations for some control variables that en-

ter the model specification. Data for the variables used in the analysis were 

taken from the Penn World Tables (PWT, version 7.1) and the World Bankôs 

World Development Indicators (WDI). The dependent variable is the log of per 

capita real (weighted chained series) GDP (LRGDPC), as reported in the PWT. 

The regressors used in this paper are classified into stock and flow variables. 

Stock variables are measured at the beginning of each non-overlapping five-

year period, while flow variables are measured as the average over each five-

year period. Stock variables consist of logged initial income (measured in 1975, 

1980 , ... , 2005, if the dependent variable is measured in 1980, 1985 , ... , 2010) 

and Barro and Leeôs (2013) average year of secondary schooling (as a proxy for 

human capital) (SCHOOL). The flow variables are real investment shares of 

real GDP (INV) (PWT), population growth (WDI), and all measures of financial 

development (FIN) and political institutions (PINS). The measurements of FIN 

and PINS are described below.  

 

To measure financial sector development we follow the economic literature 

(Alfaro et al., 2004; Azman-Saini et al., 2010) by using the banking sector com-

pile in the extended World Bankôs Financial Structure Database (Beck et al., 

2009). Our main measure of banking sector development is private sector credit 

(PCR) which is equal to the value of credits issued by financial intermediaries 

to the private sector divided by GDP.7 PCR has been the most preferred indica-

tor of financial sector development as it isolates credit related to the public sec-

tor to measure directly the intensity and efficiency of private financial services 

(Levine et al., 2000; McCaig and Stengos, 2005). In our robust checks we also 

use alternative indicators to this PCR namely bank credit (BCR), commercial 

                                                
6. In our sample, the missing data is only for a small number of countries. We included only 
countries with the minimum numbers of half-decade time dimension for all variables of at least 

4, the minimum data requirement for generalized method-of-moments (GMM) panel estimator 

to which DPTR rely upon to estimate the regression coefficients. 

7. Although LLY usually used to measure depth of financial development, as this measure re-

flects the overall size of the financial intermediary sector, it, however, does not distinguish be-

tween the allocation of capital to the private sector and to various governmental and quasi-

government agencies. 
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bank asset (CBA), and liquidity liability (LLY). BCR captures deposit money 

bank credits to the private sector divided by GDP, CBA is the ratio of commer-

cial bank assets to commercial bank plus central bank assets, and LLY capture 

liabilities of the financial system, which is computed as currency plus demand 

and interest-bearing liabilities of bank and non-banks intermediaries divided by 

GDP.  

 

To measure political institutions (PINS), we use Heniszôs (2000) index of 

political constraints (POLCON) that reflect the quality of national political in-

stitutions. It captures the institutional constraints on the decision-making pow-

ers of chief executives, individually or collectively, from other independent veto 

powers in the political system (legislative, judiciary and sub-national/federal 

political entities). It reflects the degree of checks and balances mechanism in 

the political system. Specifically, POLCON captures the national political struc-

ture that account for the complex interaction of five veto power points (execu-

tives, lower and upper legislative chambers, judiciary and sub-federal political 

entities) over a countryôs policy changes. It also takes into account the complex 

political interactions between five veto points, party preferences and preference 

heterogeneity. Thus, POLCON scores between 0 (most hazardous) and 1 (most 

constraints). We convert the score to 0 to 10, higher score means better quality 

of political institutions (or higher political constraints).   

 

Alternatively, we employ a commonly used measure of PINS namely the 

Freedom Houseôs measure of political rights (PRIGHTS) which captures the 

extent of óelectoral democracyô8 and the associate constraint placed on those 

holding power. PRIGHTS has a score of 1 (highest level of political rights) to 7 

(lowest level of political rights). To be consistent with POLCON, we convert 

PRIGHT to stand between 0 and 10, higher score mean higher level of political 

rights. Furthermore, a recent research by Yishay and Betancourt (2014) show 

that quality of political institutions commonly capture through the form of elec-

toral democracy miss another crucial dimension of democracy: ócivil libertyô 

(CIVIL). They further show that civil liberty, a more persistent component of 

democracy, complements political rights in influencing future level of democ-

racy.9  

                                                
8. According to Acemoglu and Robinson (2006, Chapter 3), electoral democracy refer to ñthe 

institutional arrangement for arriving at political decisions in which individuals acquire the 

power to decide by means of a competitive struggle for the peopleôs vote (p. 48)ò. Thus, 

PRIGHT reflects the extent to which citizen and the political parties participate in the political 

process to govern the country. 

9. Political science literature views democracy in various forms (e.g. electoral, liberal, majori-

tarian, participatory, deliberative and egalitarian) (see a survey by Coppedge et al., 2011). The 
differentiate feature of óelectoral democracyô from that of óliberal democracyô is civil liberty. 

Tilly (2007, p. 13 and 45) explain óliberal democracyô that ña regime is democratic to the degree 

that political relations between the state and its citizens feature broad, equal, protected and mu-

tually binding consultations (p.13)ò and that ñ...roughly speaking, political rights correspond to 
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Thus, in this study we combine (i.e. average) the measures of political rights 

(PRIGHTS) and civil liberty (CIVIL)10 to construct a better measures of politi-

cal institutions to allow it to influence on the finance-growth nexus in emerging 

market and developing countries. Tables 1a and 1b report the summary statistics 

on the main variables discussed above.    

 
Table 1a. Summary statistics 

 ώ  POP INV SCHOOL PCR 

Mean 8.203 2.071 23.168 1.571 49.803 

Minimum 5.865 - 2.752 - 1.537 0.066 1.6314 

Maximum 11.214 7.054 61.555 4.759 892.08 

Standard deviation 1.102 1.1262 10.025 0.996 109.48 

Observation 496 496 496 496 496 

Number of countries (N) 77 77 77 77 77 

Number of time periods (T) 6.44 6.44 6.44 6.44 6.44 

      

ώ  1.0000     

Population growth  (POP) -0.239 1.0000    

Investment ratio (INV)  0.269 0.016 1.0000   

SCHOOL 0.642 -0.366 0.230 1.0000  

PCR 0.062 -0.166 0.059 0.142 1.0000 

BCR 0.030 -0.165 0.032 0.121 0.989 

LLY  0.129 -0.213 0.155 0.242 0.863 

CBA -0.012 -0.136 -0.013 0.048 0.872 

POLCON 0.257 -0.341 -0.018 0.302 -0.026 

POLCON1 0.228 -0.334 -0.073 0.292 -0.014 

Political rights (PRIGHTS) 0.297 -0.361 0.017 0.341 -0.023 

 
Table 1b. Summary statistics 

 BCR LLY CBA POLCON POLCO

N1  

PRIGHTS  

Mean 47.673 0.4911 91.299 3.180 2.357 6.0284 

Minimum 1.631 0.0521 7.107 0 0 1.4285 

Maximum 892.08 6.5356 1000 8.629 6.872 10 

Standard deviation 112.96 0.5987 94.359 2.7280 1.9044 2.5817 

Observation 496 496 496 496 496 496 

Number of countries (N) 77 77 77 77 77 77 

Number of time periods (T) 6.44 6.44 6.44 6.44 6.44 6.44 

       

ώ        

Population growth  (POP)       

Investment ratio (INV)        

SCHOOL       

PCR       

BCR 1.0000      

LLY  0.861 1.0000     

CBA 0.904 0.726 1.0000    

POLCON -0.035 0.025 -0.042 1.0000   

POLCON1 -0.023 0.046 -0.023 0.854 1.0000  

Political rights (PRIGHTS) -0.033 0.033 -0.058 0.761 0.711 1.0000 

 

  

                                                
broad, equal, mutually binding consultations, whereas civil liberties refer especially to protec-

tion (p. 45)ò. 

10. Data on CIVIL is also from freedom house. It is also converted from 1-7 to 0-10 scale in the 

same manner as PRIGHTS. 
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3. EMPIRICAL RESULTS AND DISCUSSION  

 

Table 2 summarizes the main finding on the contingency effects of political 

institutions on growth effects of financial development in emerging market and 

developing countries. First and foremost, we notice that all the control variables 

(log of initial income, population growth, investment ratios, and schooling) 

carry the expected sign, but only log of initial income and investment ratios are 

significant at the 1% level or higher. This is in line with extant growth literature 

(e.g. Levine and Renelt, 1992; Islam, 1995; Law and Signh, 2014, among oth-

ers) that show these two variables to be the most robust growth determinants. 

Additionally, the significant and magnitudes of the coefficients of these varia-

bles appear to be fairly robust across the three specifications.  

 

Table 2. Threshold effects of political institutions on finance-growth nexus 

in developing countries 

 FIN = Private credit/GDP 

 Threshold 

 variable:  Political institu-

tions, PINS = POLCON 

Threshold variable:   

Political institutions, PINS = 

PRIGHTS 

Threshold varia-

ble:   

Political institu-

tions, PINS  = 

PRIGHTS-CIVIL  

Threshold estimates ɔ 5.6439 7.8571 7.1428 

95% confidence interval [4.4642, 6.1309] [2.0000, 8.2857] [2.4285, 8.0000] 

Financial development (FIN)    

‍ 0).3 ¢ɔ 0.0012*** (0.0004) 0.0007 (0.0005) 0.0008 (0.0005) 

‍ 0).3ɔ 0.0023*** ( 0.0007) 0.0012 *** ( 0.0004) 0.0014*** 

(0.0004) 

Covariates    

  Initial income (log) 0.7623*** ( 0.1971) 0.7314*** ( 0.1916) 0.7941*** 

(0.1798) 

  Population growth ī 0.0198 (0.0193) ī 0.0179 (0.0185) ī 0.0231 (0.0181) 

  Investment ratio 
0.0061*** ( 0.0015) 0.0070*** ( 0.0016) 

0.0067*** 

(0.0015) 

  Secondary schooling  0.0436 (0.0511) 0.0584 (0.0508) 0.0350 (0.0479) 

 ī 0.0375 (0.0298) ī 0.0704** (0.0301) (regime intercept) ‏  
ī 0.0758*** 

(0.0269) 

  Time dummies Yes Yes Yes 

  Country/Observation 77/496 77/496 77/496 

 

Notes: As in Hansen (1999), each regime contains at least 5% of the observations.  ***, **, * 

indicate statistical significance at the 1%, 5%, and 10% level respectively.  

 

Turning to our focal variable PINS and FIN, the results show as follow. 

Using three main alternative measures of political institutions (PINS), i.e. polit-

ical constraint index (POLCON), political rights (PRIGHTS) and the average 

of PRIGHTS and civil liberty (CIVIL) [PRIGHTS-CIVIL], the results show, 

with 95% confidence interval, the existence of threshold values regardless of 

which these measures of political institutions is used as threshold variable. No-

tice that the estimated threshold values of 5.6 with 95% confident interval [4.46, 
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6.13] for POLCON11, 7.86 [2, 8.29] for PRIGHTS and 7.14 [2.43, 8] for 

PRIGHTS-CIVIL, on the scale of 0 to 10, imply that the threshold restrictions 

of PINS on the finance-growth nexus are relatively high in these developing 

countries. However, the lowest restriction emerges from POLCON relatively to 

PRIGHTS and PRIGHTS-CIVIL. In a related study on the effects of political 

institutions on the corruption-growth nexus in developing and developed coun-

tries, Aidt et al. (2008) also find that threshold restriction of political institutions 

(measure by political accountability) is also high ranging between 0.5-0.75 on 

a scale of 0-1.  

 

Thus, our findings clearly suggest that the effect of financial development 

on growth depend on the embedded qualities of political institutions a develop-

ing country possesses. Table 2 shows that developing countries score on the 

quality of political institutions (i.e. high political constraints, or high political 

rights and civil liberties) above threshold scores (i.e. high-PINS regime) realize 

a positive, robust, and statistically significant growth effect of financial devel-

opment: a 1% increase in financial deepening lead to an annual growth of real 

income per capita between 0.12-0.23%. This magnitude effect is relatively 

lower than 0.93-1.57% found in cross-sectional study on developed and devel-

oping countries by Law et al. (2013) who use economic institutions as threshold 

variables (i.e. aggregate on three measure of International Country Risk Guide, 

ICRG, namely corruption, rule of law and bureaucratic quality).12 Two possible 

explanations can be made. First, the magnitude effects found in Law et al. 

(2013) maybe driven by developed countries with sophisticated financial sys-

tem and better qualities of economic and political institutions. Second, unlike 

Law et al. (2013) who used cross-sectional data of mixed developed and devel-

oping countries, we used panel data on emerging markets and developing coun-

tries and over longer period of time, 1975-2010, compared with 1980-2008. 

Furthermore, it may also be due to five-year non-overlapping moving average 

panel nature of our study that focuses on medium- to long-run growth effects.  

 

In contrast to high-PINS, countries scoring on the quality of PINS below the 

threshold score during any haft decade (low-PINS regime) record mainly insig-

nificant effect of financial deepening on growth. This suggests that in low-PINS 

regime, financial deepening play no conclusive role in influencing economic 

growth. It is interesting to emphasize that the positive coefficient ‍, though 

mainly insignificant, couple with high threshold restriction of political institu-

tions implies that countries with low-quality of political institutions would have 

                                                
11. When alternative POLCON, which is only constructed from three veto power points (i.e. 

executive, lower and upper legislative chambers), is used we get identical results except that the 

threshold value is lower, and equal to 2.9468 with 95% confident interval [0.2933, 4.1920]. 

12. Slesman et al. (2015a) have shown, using principle component analysis, that above ICRGôs 

measures reflect closely economic institutions. 
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no clear gain from the financial deepening. This finding not only supports recent 

study (e.g. Law et al., 2013) but importantly suggest that better quality of polit-

ical institutions can play a more indirect role in defining the conducive environ-

ment for financial depending to yield positive influence on long-run economic 

growth in emerging market and developing countries. Thus, stable political en-

vironment, and strong check and balance (constraints) in the political system 

are ingredients for better-quality political institutions and hence translate into 

positive growth dividend of financial development.  

 

Robust checks 
 

Table 3a. DPTR results with alternative measures of financial  

development 

          Threshold variable: Political institutions,  NS = POLCON 

  FIN = BCR/GDP FIN = LLY/GDP FIN = CBA 

Threshold estimates ɔ 5.6439 3.400 3.4935 

95% confidence inter-

val 

[2.2134, 6.1309] [2.7840, 6.1309] [2.7840, 

6.1309] 

Financial development 
(FIN) 

   

‍ 0).3 ¢ɔ 0.0010**  

(0.0005) 

ī 0.0694 

(0.0565) 

0.000842**  

(0.000383) 

‍ 0).3ɔ 0.0021***  

(0.0008) 

0.00113***  

(0.00041) 

0.0026***  

(0.000569) 

Covariates    

  Initial income (log) 0.7805***  

(0.2080) 

0.7835***  

(0.1827) 

0.6658***  

(0.1831) 

  Population growth ī 0.0178 

(0.0194) 

ī 0.0174 

(0.0184) 

ī 0.0067 

(0.0181) 

  Investment ratio 0.0058***  
(0.0016) 

0.0071***  
(0.0015) 

0.0060***  
(0.0014) 

  Secondary schooling  0.0429  

(0.0541) 

0.0533  

(0.0530) 

0.0802  

(0.0520) 

 ī 0.0428 (regime intercept) ‏  

(0.0300) 

 0.0455* 

(0.0260) 

0.1130**  

(0.0431) 

  Time dummies Yes Yes Yes 

  Country/Observation 77/496 77/496 77/496 
 

Notes: As in Hansen (1999), each regime contains at least 5% of the observations.  ***, **, * 

indicate statistical significance at the 1%, 5%, and 10% level respectively.  

 

Overall, the results using private credit (PCR) as measure of financial de-

velopment are robust to all the measures of political institutions (PINS) used in 

this paper. Like past research we further conduct the robust checks on the sen-

sitivity of the main results along two dimensions, using alternative measures of 

financial development and add a number of policy variables. First, the literature 

shows that financial development can be measured by a number of alternative 

indicators. We follow past studies in considering alternatively measures namely 

BCR, LLY and CBA, to check the robustness of the main results reported in 
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Table 2 using the measure of political institutions, POLCON.13 Table 3a reports 

the results which show that regardless of which measures of financial develop-

ment is used the main results remain intact for high-PINS regime except that 

when BCR and CBA are used the low-PINS regime realize positive and signif-

icant growth effects. McCaig and Stengos (2005) found that CBA is weakest 

indicator of financial development and it performs poorly in growth equations 

(see also Baharumshah et al., 2015). In fact, when we further switch POLCON 

to that of RIGHTS and RIGHTS-CIVIL as measure of PINS, the effect of FIN 

(=CBA) for high-PINS remain intact while that of low-PINS disappear. This is 

also the cases for other measures of FIN (i.e. LLY and BCR).  This confirms 

the main finding (with alternative measure of PINS as threshold variable) that 

positive growth effect of FIN in low-PINS regime is fragile. Furthermore, an-

other thing to note is that in all cases when positive and significant effects in 

low-PINS regime was recorded the magnitude is about two times smaller than 

the one recorded in high-PINS regime. This suggests that in high-PINS coun-

tries FIN has a consistent and bigger effect than those countries fall in low-PINS 

regime. 

 

Next, we check the sensitivity of the main result along with additional policy 

variables. In doing so we follow Law and Singh (2014), among others, to control 

for additional explanatory variables namely trade openness, government ex-

penditure, and inflation. The results are reported in Table 3b below. It shows 

that the coefficients on trade openness, government expenditure, and inflation 

carry the expected signs and two (trade openness and inflation) out of three are 

statistically significant at the 1 percent level confirming with existing theories 

that trade promote growth while inflation harm growth. Importantly, we note 

that although the positive magnitude effect of FIN on growth in high-PINS re-

gime remains unchanged, an interesting finding is that now FIN has a positive 

and significant effect on growth in low-FIN regime in all the regressions con-

sidered. However, these results (i.e. positive and significant effects of FIN in 

low-PINS regime) disappear for low-PINS regime when RIGHTS and 

RIGHTS-CIVIL are used as threshold variables.14 This confirm main finding 

that positive growth effects of FIN in low-PINS regimes are sensitive to the 

measure of the quality of political institutions being used. 

 

Overall, the finding from this paper shows that there is a clear robust posi-

tive and significant effect of financial development on medium- and long-run 

growth in emerging market and developing countries that score their quality of 

political institutions above a critical optimum level. The same positive effect is 

                                                
13. Using RIGHTS and RIGHTS-CIVIL as measure of PINS (not reported) give the same results 

as the one in Table 2. All the Table results are available upon request from the authors. 

14. All results are available upon request from the authors. 
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not robust in low-PINS regime with few significant instances (i.e. when PINS 

is  measured  by  POLCON).  All  in  all,  the  evidences  provided  in  this study  

 

Table 3b. DPTR results with additional independent variables 

 Threshold variable:   Political institutions,   PINS = POLCON 

 Model 1 Model 2 Model 3 

Threshold estimates ɔ 5.6439 5.6439 5.6439 

95% confidence interval [2.784, 6.091] [4.464, 6.091] [4.464, 

6.091] 

Financial development (FIN)    

‍ 0).3 ¢ɔ 0.0013***  

(0.0003) 

0.0012***  

(0.0004) 

0.0012*

**  

(0.0004) 

‍ 0).3ɔ 0.0025***  

(0.0008) 

0.0023***  

(0.0007) 

0.0023*

**  

(0.0007) 

Covariates    

  Initial income (log) 0.6418***  
(0.2118) 

0.7639***  
(0.1921) 

0.7706*
**  

(0.1837) 

  Population growth ī 0.0126 

(0.0188) 

ī 0.0196 

(0.0187) 

ī 0.0199 

(0.0191) 

  Investment ratio 
0.0059***  

(0.0015) 

0.0062***  

(0.0015) 

0.0058*

**  

(0.0015) 

  Secondary schooling  0.0623  

(0.0504) 

0.0439  

(0.0498) 

0.0379  

(0.0484) 

  Trade openness  0.0014***  

(0.0005) 
- - 

  Government expenditure 
- 

0.0009  

(0.0045) 
- 

  Inflation 

- - 

ī 

0.00006

8***  

(0.0000

22) 

 ī 0.0119 (regime intercept) ‏  

(0.0273) 

ī 0.0362 

(0.0292) 

ī 0.0349 

(0.0287) 

  Time dummies Yes Yes Yes 

  Country/Observation 77/496 77/496 77/496 
 

Notes: As in Hansen (1999), each regime contains at least 5% of the observations.  ***, **, * 

indicate statistical significance at the 1%, 5%, and 10% level respectively. POLCON is the po-

litical constraint index constructed from five sources of veto power points (executive, lower and 

upper legislative chambers, judiciary and sub-national/federal political entities). 

 

not only confirm well with recent study on the contingent effect of institutions 

on finance-growth nexus  (Law et al., 2013) but also extends and synthesize 

them with  recent research (Aidt et al., 2008; Flachaire et al., 2014; Slesman et 
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al., 2015) that emerge to support the so-called óhierarchy of institutional hypoth-

esis (HIH)ô advanced by Acemoglu et al. (2005). This HIH postulates that po-

litical institutions determine the emerging and persistence of economic institu-

tions as well as influence the growth process. Flachaire et al. (2014) show that 

PINS only indirectly effect growth, while Aidt et al. (2008) and Slesman et al. 

(2015) show that PINS effect growth through its influence on the link between 

economic institutions and growth. We extend and show that PINS also influence 

growth process through its influence on financial system and development in 

emerging market and developing countries commonly experience with wide 

variation in their PINS environment. 

 

4. CONCLUSION 

 

This study is motivated by recent emerging theoretical and empirical evi-

dences that political institutions determine emerging and persistent of equilib-

rium economic institutions, i.e. HIH, and the growth process (Acemoglu et al., 

2005; Aidt et al., 2008; Flachaire et al., 2014; Slesman et al., 2015) and that 

institutions play an important contingency role in finance-growth nexus (Law 

et al., 2013). It incorporates HIH and extends the recent cross-sectional growth 

evidence on the role that institutions play in finance-growth nexus. Our results 

show that there are robust evidences that qualities of political institutions play 

a crucial role in emerging market and developing countries in providing condu-

cive environment for financial markets to flourish and promote growth.  

 

Specifically, the finding in this paper was derived from the used of nonlinear 

dynamic panel threshold regression (DPTR) framework on a panel of 77 emerg-

ing market and developing countries over the period 1975-2010. DPTR allows 

the data to search and estimate the optimum threshold levels of quality of polit-

ical institutions in the finance-growth relationship. Our finding shows that de-

veloping countries having score on their quality of political institutions (i.e. 

high-PINS developing countries) have robust positive growth benefit from fi-

nancial deepening compare to a rather absent or fragile evidence recorded on 

the positive growth benefit for countries having score of their political institu-

tions fall below the estimated optimum threshold level of political institutions 

(i.e. the low-PINS developing countries).  

 

One crucial policy option to be derived is that developing countries should 

devise strong political institutional constraints in the political system to check 

and balance those possessing powers so that financial market development yield 

positive growth dividend. However, it is easier said than done because political 

institutions reform requires political will, long-term commitments but the ben-

efits come lag, i.e. it take time to realize the benefit from reforms. Recent schol-

ars argue that political institutions reform may take shorter lag than commonly 

perceived. For example Méon et al. (2009) show that improvement in institu-

tional constraints only takes five year to yield benefits. Thus, our study provides 
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insight into the potential growth benefit from financial deepening from institu-

tional reforms to upgrade qualities of political institutions.     
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Appendix A. List of developing and emerging market countries 

included in the study 

Albania Indonesia Sudan 

Algeria Israel Swaziland 

Argentina Jamaica Syria 

Bahrain Jordan Tanzania 

Bangladesh Kenya Thailand 

Benin Korea, Republic Togo 

Bolivia Kuwait 

Trinidad 

&Tobago 

Botswana Lesotho Tunisia 
Brazil Malawi Turkey 

Bulgaria Malaysia Uganda 

Burundi Mali Uruguay 

Cameroon Malta Venezuela 

Chile Mexico Zambia 

Colombia Mongolia  

Congo, Republic Morocco  

Costa Rica Mozambique  

Cote d Ìvoire Nepal  

Cyprus Nicaragua  

Dominican Republic Niger  
Ecuador Pakistan  

Egypt Panama  

El Salvador Papua New Guinea  

Fiji  Paraguay  

Gabon Peru  

Gambia, The Philippines  

Ghana Poland  

Guatemala Saudi Arabia  

Guyana Senegal  

Haiti Sierra Leone  

Honduras Singapore  

Hungary South Africa  
India Sri Lanka  

 Note: italic countries indicate emerging markets. 
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Appendix B. Variable, definitions and sources 

Variable  Definition Source 

Real GDP per 

capita ώ  

PPP Converted GDP Per Capita (Chain 
Series), at 2005 constant prices. 

Penn World Table 
Mark 7.1 (PWT) 

Population 

growth (POP) 

Annual population growth rate.  World Develop-

ment Indicators 

(WDI)  
Investment share 

of real GDP 

(INV)  

Investment share of PPP converted GDP at 

2005 constant prices 

PWT 

Secondary 

schooling 

(SCHOOL) 

Average year of secondary schooling of 

the population age 15 years and over. 

Barro and Lee 

(2013) 

Private sector 

credit/GDP 

(PCR) 

Private credit by deposit money banks 

and other financial institutions to GDP. It 

excludes credits issued by central and de-

velopment banks. Furthermore, it ex-
cludes credit to the public sector and 

cross claims of one group of intermediar-

ies on another. 

World Bankôs Fi-

nancial Structure 

Database (Beck et 

al., 2009) 

Bank credit/GDP 

(BCR) 

Credit by deposit money banks to the pri-

vate sector as a share of GDP. 

World Bankôs Fi-

nancial Structure 

Database (Beck et 

al., 2009) 
Liquidity liabil-

ity/GDP (LLY) 

Liquid liabilities of the financial system 

(currency plus demand and interest bear-

ing liabilities of the financial intermediar-
ies and non-blank financial intermediar-

ies) divided by GDP. 

World Bankôs Fi-

nancial Structure 

Database (Beck et 
al., 2009) 

Commercial bank 
asset (CBA) 

Ratio of deposit money bank claims on 
domestic nonfinancial real sector to the 

sum of deposit money bank and Central 

Bank claims on domestic nonfinancial 

real sector. 

World Bankôs Fi-
nancial Structure 

Database (Beck et 

al., 2009) 

Stock market 

capitaliza-

tion/GDP 
(STMKTCAP) 

Average value of listed domestic shares 

on domestic exchanges in a year as a 

share of GDP. 

World Bankôs Fi-

nancial Structure 

Database (Beck et 
al., 2009) 

Stock market to-

tal value 
traded/GDP 

Total shares traded on the stock market 

exchange to GDP. 

World Bankôs Fi-

nancial Structure 
Database (Beck et 

al., 2009) 

Index of Political 

Constraint 
(POLCON)  

It captures the institutional constraints on 

the decision-making powers of chief ex-
ecutives, individually or collectively, 

from other independent veto powers in 

the political system (legislative, judiciary 

Henisz (2000) 
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and sub-national/federal political enti-

ties). It reflects the degree of checks and 
balances mechanism in the political sys-

tem. 

POLCON is constructed from five 

sources of veto power points (executive, 
lower and upper legislative chambers, ju-

diciary and sub-national/federal political 

entities). The index ranges from 0 (lowest 
constraint) to 1 (highest constraints). It is 

rescaled to 0 to 10, higher score mean 

higher constraint or better quality of po-
litical institutions. 

Political rights 

(PRIGHTS) 

Survey-based measure individualôs politi-

cal rights: freedom that enables people to 

participate freely in the political process, 
including the right to vote freely for dis-

tinct alternatives in legitimate elections, 

compete for public office, join political 
parties and organizations, and elect repre-

sentatives who have a decisive impact on 

public policies and are accountable to the 
electorate. The index ranges from 1 

(highest degree of freedom) to 7 (lowest 

level of freedom). It is rescaled to 0 to 10 

so that higher score mean higher degree 
of freedom.  

Freedom House 

Civil liberty 

(CIVIL)  

Survey-based measures of civil liberties: 

the freedoms of expression and belief, as-
sociational and organizational rights, rule 

of law, and personal autonomy without 

interference from the state. The index 

ranges from 1 (highest degree of free-
dom) to 7 (lowest level of freedom). It is 

rescaled to 0 to 10 so that higher score 

mean higher degree of freedom. 

Freedom House 

Sources: These definitions are extracted from WDI, and Penn World Table Mark 7.1 (PWT).  
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ABSTRACT 

 
Traditional approach of analyzing the gender earnings differentials based on OLS may 

lead to misleading conclusion. Using 2012 Malaysia Household Income Survey, this paper ex-

amines the gender earnings differentials across the conditional earnings distribution in Malay-

sia. Results indicate that the earnings gap is increasingly larger towards the bottom of the earn-

ings distribution, a finding that is consistent with the existence of sticky floor. Concurrently, the 

gender earnings gap is also larger at the 90th percentile, indicating that the glass ceiling also 

prevails at the top of the earnings distribution. 
 

Keywords: glass ceiling; sticky floor; quantile regression 

 

1. INTRODUCTION  
 

One of the most notable stylised facts in labor economics is when women 

receiving lower earnings as compared to men. Despite women outperformed 

men in some areas of education level, nevertheless, women remain to earn less 

than men and less likely to end up working at the top position in their career 

(OECD, 2012). From Malaysian perspective, on average, men earned RM 2,086 

monthly which was relatively higher as compared to women who earned RM 
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1,992 monthly in 2013. Moreover, the gender wage gap between men and 

women had increased by 0.1 percentage point in 2013 as compared to 2012 

(Department of Statistics, 2013). Consequently, it is without doubt that the fe-

male labour force participation has increased significantly over the years. How-

ever, female labour force participation is lower as compared to their male coun-

terpart (ILO, 2012). From the global perspective, female labour force participa-

tion rates remain lower at 51.1 % as compared to males with the value of 77.1 

%. Whereas, by region, in the South-East Asia, despite experiences slight im-

provement in 2012, female participation rate remains lower at 58.8 % as com-

pared to males at 82.8 %. In Malaysia, female labour force participation has 

increased tremendously over the years and contributed significantly towards 

economic development. In 1970, the female participation rate in the labour mar-

ket was 37.2 % as compared to 79.3 % for males (Ministry of Women and Fam-

ily Development, 2003). In 2004, the female labour force participation rate had 

increased to 47.3 % as a result of higher educational attainment and employment 

opportunities (UNDP, 2005). Recently, the female participation rate had im-

proved to 52.4 % in 2013 as compared to 2012 which was 49.5 % (Department 

of Statistics, 2013). However, further improvement in the womenôs participa-

tion level is vital for Malaysia to achieve the goal to become a high- income 

nation. Furthermore, from global perspective, female labour participation rate 

in Malaysia is still low as compared to other countries such as Thailand, Philip-

pines, Indonesia and Singapore (World Bank, 2012). It is stated earlier that the 

level of the female labour force participation has improved over these recent 

years as compared to the 70ôs and one major factor that contributes is due to the 

increase in the level of educational attainment amongst females. There is a pos-

itive link between female education level and their participation in the labour 

market in Malaysia. Nonetheless, majority of them prefers to exit from the la-

bour market due to family commitment (Economic Planning Unit, 2011). From 

another perspective, the lower female labour force participation rate results to 

narrowing of the gender wage gap in Malaysia. It signifies that the existing fe-

male labour force in the labour market are more likely to be better skilled which 

leads to smaller gender wage gap in Malaysia as compared to other countries 

(World Bank, 2012). 

 

Subsequently, there exists an unequal distribution of men and women across 

sectors and occupations. Femalesô participation is concentrated in a narrow 

range of occupations, which often are lower-paying occupations as compared to 

predominantly male occupations. Vertical segregation which depicts glass ceil-

ing occurs in a situation when women and men work in similar occupation, but 

men acquire more responsibilities, better pay and higher status as compared to 

women, which are not due to factors such as skills or experience (ILO, 2012). 

Women remain over-represented in services, housework and agricultural occu-

pations, and the glass ceiling exists in both developed and developing econo-
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mies (UNDAW, 2009). Women encounter obstacles to climb up the career lad-

der (OECD, 2012). This is known as a ñglass ceilingò phenomenon.1 To date, 

in OECD countries, on average, women earn 16 % less than men. At the higher 

pay scale, the gap had enlarged with female top-earners gain 21% less than their 

male counterparts. Women are at disadvantaged in the decision-making process 

and lower representation at the senior management level since women repre-

sents only one for every ten men in the boardroom (OECD, 2012).  

 

On contrary, ñsticky floorò concerns the workers at the lower-income level. 

It occurs when the gap widen at the bottom of the earnings distribution. Booth 

et al. (2003) defined it as a situation occurs when identical men and women are 

supposed to be in similar rank, but the women were appointed at the bottom 

whilst men further up the scale. The issue is considered as crucial as glass ceil-

ing since both concepts are focusing on the detailed gender gap across the earn-

ings distribution. It will facilitate the policy makers to formulate better targeted 

policies in future to address the issue of gender inequality. Malaysia had joined 

Beijing Declaration and Platform for Action since 1995 during the Fourth 

World Conference on Women which highlighted the international community 

with a consensus to move forward on issues related to women (Ministry of 

Women, Family and Community Development, 2015). Therefore, in 2004, gov-

ernment implemented a policy to fulfil 30% of decision-making positions in the 

public sector with women, and encourage private sector to follow suit (Eco-

nomic Planning Unit, 2006). In June 2011, similar policy had been made com-

pulsory for the private sector. By 2012, the public sector had achieved the target 

rate with the value of 32 %, with six women holding secretary general positions 

at various ministries (NAM Institute of Empowerment Women, 2012).  

 

Henceforth, the objective of this paper is to evaluate the extent of gender 

earnings differentials across the earnings distribution, whether glass ceiling or 

sticky floor exists in Malaysia. This will fulfil the gap of the previous research 

in Malaysia which concentrated on the discussion of average gap in earnings. 

The following discussion is organized as follows. Section 2 reviews the litera-

ture on gender earnings differentials from global and Malaysian perspectives. 

Section 3 discusses the methodology underlying this research. Section 4 outlays 

the data description. Section 5 describes the earnings profile. Section 6 presents 

the empirical results and finally, Section 7 concludes.  

 

                                                
1. Morrison et al. (1987) describe glass ceiling as a transparent barrier which kept women from 

rising above a certain level in the corporate sector. This applies to women as a group who are 

kept from advancing higher just because they are women. Hence, women encounter barriers 

which block their vertical mobility in a particular organization.  
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2. LITERATURE REVIEW  

  

Studies of gender earnings differentials have remained a hot debate through-

out the world. The pioneer work of Becker (1971) taste of discrimination and 

Mincer (1974) human capital model, have been the benchmark for researchers 

to conduct study on gender earnings differentials. Economist assume that dis-

crimination plays a vital role in widening the gender earnings differentials 

though at the same time they realized that it can be due to other factors as well 

such as the abilities or motivational factor. Thus, a wide strand of empirical 

literature has focused on the role of discrimination in explaining the observed 

earnings differentials by gender in the labour market (see Blau and Kahn, 2006; 

Latifah, 2000; Chua, 1984; Johansson et al., 2008). The usage of Oaxaca and 

Blinder (1973) decomposition technique differentiates the unequal treatment of 

females outside the labour market (differentials in variables) from the unequal 

treatment inside the labour market (differentials in coefficients). However, by 

using Oaxaca and Blinder (1973) to investigate the gender earnings differentials 

at average gap using OLS regression may lead to misleading insights into the 

gender earnings differentials since it assumes that the size of the earnings gap 

and its possible causes to be constant across the earnings distribution (Fang and 

Sakellariou, 2011). 

 

Thus, the quantile regression technique is preferred to explore the existence 

of either a ñglass ceiling effectò or a ñsticky floor effectò across the earnings 

distribution. The quantile regression approach of Koenker and Basset (1978) 

had been adopted in Newell and Reilly (2001). The study revealed that in the 

sixteen former communist countries of Eastern Europe and the Soviet Union, 

except for one particular country in the study, the gender earnings gap had ac-

celerated across the earnings distribution. This technique was later applied in 

Albrecht et al. (2003), signifying the existence of glass ceiling effect in Sweden. 

A wide strand of empirical evidences has emerged following the study of Al-

brecht et al. (2003) (see de la Rica et al., 2008; Sakellariou, 2004; Hyder and 

Reilly, 2005; Nicodemo, 2009). It is interesting to take note of the pattern of the 

gender earnings gap which differs between the developed and developing coun-

tries. Most of the empirical evidences on glass ceiling effect have emerged from 

developed countries such as Sweden, Denmark, Finland, France, Italy and Neth-

erlands amongst others (see Albrecht et al. (2003) for Sweden and Arulampalam 

et al. (2007) for evidence on Denmark, Finland, France, Italy and Netherlands. 

Albrecht et al. (2003) contributed the effect of the glass ceiling to the Swedish 

parental leave policy and the day care system. However, Arulampalam et al. 

(2007) argued that this cannot be the primary reason as they discovered that it 

worked similarly only in the case of Denmark. The study further implied that 

Italy had low levels of ñwork-family reconciliation policies but nevertheless, it 

experienced the glass ceiling effect too. In contrast, empirical evidences of the 

sticky floor effect have been found mostly in developing countries. Gun-

awardena (2006) as well as Ahmed and Hyder (2008) found the existence of 
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sticky floor in Sri Lanka and Pakistan labour market respectively. Likewise, 

Fang and Sakellariou (2011) provided evidence of sticky floor in Thailand, Sri 

Lanka, Singapore and Philippines. However, there is evidence from developed 

countries such as Singapore which had also experienced a sticky floor effect 

(Sakellariou, 2004). According to him, to the period of the study being con-

ducted, Singapore had not implemented any comparable worth or related legis-

lation in the private sector since the country emphasized more on flexible labour 

practices and an attractive investment environment. Nevertheless, the results 

from Sakellariou (2004) which is based on quantile regression technique con-

tradicted with the results obtained by Dimovski et al. (2010) for Singapore from 

management perspective. Dimovski et al. (2010) revealed that women middle 

managers in Singapore encountered glass ceiling within their organization in 

the form of barriers of promotion and career development. On the other hand, 

several studies had been conducted based on certain profiles such as education, 

countries and sectors (de la Rica et al., 2008; Adabbo and Favaro, 2011). De la 

Rica et al. (2008) confirmed a glass ceiling effect at only college/tertiary edu-

cation level whilst there was a sticky floor effect for the less educated group 

level. In addition, amongst studies stratified by countries are Arulampalam et 

al. (2007) and Behr and Potter (2009). The coverage of eleven countries in Eu-

rope in studying the gender earnings gap across the earnings distribution could 

be considered as a remarkable attempt in Arulampalam et al. (2007). Recently, 

Fang (2012) provided an international update on the glass ceiling and sticky 

floor effects for more than fifty countries. Subsequently, several empirical evi-

dences are based on comparison across sectors (Kee, 2006; Hyder and Reily, 

2005; Gunawardena, 2006; Ganguli and Terrell, 2005, Chi and Li, 2008). Most 

of these studies involved the private and public sectors. Hyder and Reily (2005) 

concluded that the public sector in Pakistan had both a more compressed earn-

ings distribution and a smaller gender earnings gap as compared to the private 

sector. In addition, there have been studies pertaining to the glass ceiling effect 

on firmôs characteristic (Verzat and Wolff, 2005; Jellal et al., 2011).  

 

In Malaysia, although much has been discussed about the gender earnings 

differentials, the empirical evidences seem rather limited. Chua (1984) is the 

pioneer in tackling the issue of gender earnings differentials in Malaysia. Using 

the Oaxaca (1973) model based on the data from Household Income Survey 

(1973) and Labour Force Survey (1974), it is found that discrimination exists 

amongst Malay and non-Malay female workers in rural areas. Similar study 

which included the element of ethnicity is Schafgan (2000). The study which is 

based on parametric and semi-parametric analysis found discrimination favour-

ing men in Malaysia was still prevalent and strong level favouring Malay men 

had been discovered from the analysis. In addition, Lee and Nagaraj (1995) ex-

amined gender earnings gap in the manufacturing sector and detected possible 

discrimination of 47 % for the unexplained portion of the earnings gap. Latifah 

(1998) based on Malaysian Family Life Survey data (MFLS-2), confirmed that 

gender earnings differentials varied within occupations which led to the overall 
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gender earnings differentials in Malaysia. The study further signified that dis-

crimination played an important role in explaining the earnings differentials in 

all occupations, except in clerical jobs. Fernandez (2007) further performed 

analysis on the average earnings based on the Malaysia Household Income Sur-

vey and Labour Force Survey of 1995 and discovered to certain extent element 

of discrimination in her study. Consequently, discrimination prevails in the ser-

vice sector from Malaysian perspective in Rahmah (2011). In contrast, another 

study conducted by Rahmah and Zulridah (2005) confirmed that demographic 

factors and human capital variables were more prevalent in explaining the gen-

der earnings differentials in the manufacturing sector whilst the impact of pos-

sible discrimination was insignificant. Meanwhile, to date, there has been a con-

siderable discussion of glass ceiling in Malaysia (UNDP, 2005). Concurrently, 

there have been studies conducted on glass ceiling in Malaysia from manage-

ment perspective (Ling et a1. 1991; Koshal et al., 1998; Tan, 1991; Zubaidah 

et al.; 2009).The glass ceiling syndrome is found to be in practice in Malaysia 

in 1990s. It had been reported that women managers in Malaysia faced obstacles 

to their career development. The major factors contributed towards the hin-

drance are sex discrimination, lack of support, lack of recognition and limited 

opportunities. Furthermore, majority of them occupied the lower management 

level rather than the middle management level. It was very unlikely for them to 

reach the upper management level in their organizations (Ling et a1., 1991; Ko-

shal et al., 1998; Tan, 1991). Dimovski et al. (2010) compared the existence of 

glass ceiling in Malaysia and Singapore. It is concluded that women middle 

manager encountered glass ceiling in their working environment which later 

inhibited their promotion and became a barrier for them to move upward to-

wards the management level. On contrary, the issue of sticky floor has not been 

specifically discussed so far despite the implementation of minimum wage in 

Malaysia. Thus, this reflects the need to conduct this research to address the 

earnings gap for the low-paying occupations. 

 

3. METHODOLOGY  

 

The theoretical framework to address the objective of this paper which is to 

evaluate the gender earnings differentials across the earnings distribution is 

based on demand perspective; namely statistical discrimination theory (Phelps, 

1972; Arrow, 1973) and taste based discrimination theory (Becker, 1971). First 

and foremost, statistical discrimination refers to a situation whereby employers 

cannot observe workersô real productivity due to incomplete information. Thus, 

their marginal productivity is paid based on expectation conditional on a noisy 

signal or certain observable characteristics such as gender. Therefore, despite 

men and women experience similar distribution of productive characteristics, 

nevertheless, skilled men would earn more than identically skilled women. On 

the other hand, unskilled women would earn more than identically unskilled 

men provided that the signal is more informative for men. Here, statistical dis-

crimination theory denotes existence of glass ceiling as the gap increases as the 
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productivity signal (Fang, 2012).Glass ceiling is defined as a barrier which in-

hibits women from advancing to positions of power and responsibility, or better 

known as better-paid jobs (Nestic, 2007). In contrast, taste-based discrimination 

signifies the employerôs distaste for the minority workers, which lead them to 

receive lower earnings for an equivalent productivity (Becker, 1971). Therefore, 

the greater the employers distaste for female workers, the wider is the earnings 

gap. Prejudice can exist during hiring process and promotion procedures (Baron 

and Cobb-Clark, 2011; Booth et al., 2003).  

 

Sticky floor exists at the hiring process whereby the women will receive 

relatively lower starting earnings as compared to men. It is defined as a situation 

whereby women workers remain at the low-level positions without adequate 

earnings (Nestic, 2007). At the promotion procedures, men are likely to secure 

a high paid job which indicates the ñglass ceilingò effect prevails for women 

(Fang, 2012). On the other hand, the gender earnings differentials could also be 

explained from supply side point of view. Therefore, females regard investment 

in education and training as less favourable since they will obsolete during 

breaks in employment (Blau and Kahn, 2006). They will invest less in education 

and later lead to them having a lower paying job. Moreover, human capital the-

ory denotes the concept of self-selection to signify the different proportions of 

female and male in a particular occupation which leads to gender segregation 

(Polacheck, 1981). This may lead to the widening of the gap of the gender earn-

ings. In spite of that, family-friendly policies such as parental leave policies and 

day care system may encourage the female participation level in the labour mar-

ket (Albrecht et al., 2003). 

 

Consequently, the model specification which is used in this study to explain 

this objective is based on Mincer (1974) human capital framework. Subse-

quently, the model estimation for this objective is based on quantile regression 

technique. This method is used to investigate the existence of glass ceiling or 

sticky effect across the earnings distribution. Koenker and Bassett (1978) intro-

duced this technique whilst Buchinsky (1998) popularized QR in studying the 

gender earnings differentials across the earnings distribution. Let ώ, ὼ), Ὥ 
ρȟςȟȣȢȟὲȠ be the sample of a population, whereby ώ denotes the dependent 

variable, ὼ is a Ὧ ρ vector of regressors, for the ɗ th quantile of ώ condi-

tional on the regressor vector ὼ. The relationship is signified as:  

ώ   ὼ  ᴂ ‍  ‘  with ὗόὥὲὸώȿ ὼ   ὼ  ᴂ ‍                                                (1) 

Here, ‘  is an unknown independent and identical distributed error term. Based 

on the classical linear regression model, the normal distribution of the unknown 

error is specified. Nonetheless, within this particular context, the error term ‘  

is left unspecified. The only requirement is to satisfy the constraint of:  

ὗόὥὲὸ ‘ ȿ ὼ  π,                                                                                     (2) 
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Assume no other distributional assumption is to be incorporated in this 

model. Thus, the estimator for ‍ of the ɗ Th quantile regression, is produced 

by solving:  

‍Ƕ   
ὥὶὫάὭὲ
‍

 
В

ὭḊώὭὼ ᴂ‍ 
 — ȿ ώ   ὼ ᴂ‍ȿ

В

ὭḊώὭὼ ᴂ‍
ρ —ȿώ ὼ ᴂ‍       (3) 

 

whereby 0 < — < 1, ‍ which minimizes the sum of weighted residuals is chosen 

to obtain the estimator for the —th quantile. For a negative residual, the weight 

is (1- — ); for a positive residual the weight is —Ȣ  It is noted that an advantage of 

quantile regression technique is that it enables the estimation of the marginal 

effect of a covariate on log earnings at various points in the distribution, and not 

only focusing at the mean level. Therefore, this technique enables estimation of 

the effect of gender, education, occupations, industry and all other controls on 

log earnings at the top level, for example 90th percentile, the median and the 

bottom, for instance the 10th percentile. Coefficient ‍ is interpreted as the es-

timated returns to individual characteristics at the — the quantile of the log earn-

ings distribution. Henceforth, if the earnings gap widen at the upper end of earn-

ings distribution, it signifies the presence of glass ceiling whilst earnings gap 

which is wider at the bottom end of the distribution suggest a sticky floor effect 

(Nestic, 2007). In order to examine the existence of glass ceiling and sticky floor 

effects, the Mincer- type pooled regression is estimated in employee status 

group. The dependent variable is natural logarithm of monthly labour market 

earnings. Ideally, an analysis using the hourly earnings rate is more preferred. 

It is because it provides more accurate measurement as menôs working experi-

ence is greater than womenôs since they usually work longer hours per week as 

compared to women (see Papapetrou, 2011; Gunawaderna, 2006).  

 

However, due to the unavailability of information on the hourly earnings 

from the Household Income Survey (HIS) dataset used in this research, thus, 

the annual earnings data which had been obtained are converted into monthly 

earnings. This is consistent with other studies whereby the data of hours of work 

is unavailable for the respective countries (see Sakellariou, 2004; Chi and Li; 

2008). Earnings are calculated based on paid employment income. Based on the 

HIS, paid employment income incorporates the following; wages and salaries; 

allowances and bonuses; other cash (i.e. commissions, tips, earnings from over-

time work, etc.); employerôs contributions to Employeeôs Provident Fund (EPF) 

and Social Security Organisation (SOCSO), free/concessional lodging, 

free/concessional food and free/concessional consumers goods and services. 

The earnings function in this study incorporates regressors of human capital 

variables. First and foremost, it includes age. Age is a crucial variable as it cap-

tures the effects of human capital investments on market earnings. This is due 

to the fact that increasing in age will stimulate the level of human capital ac-

quired which lead to the market earnings to increase. However, at the end of 

peopleôs life cycle, peopleôs market earnings tend to fall due to they prefer to 
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work less and increase time for their leisure (see Ariffin et al., 1996). Age 

squared is used to measure experience for the employee. As stated by Sakellar-

iou and Fang (2011), age is used instead of experience following several factors; 

actual experience is not reported in the survey; and, potential experience is not 

applicable to be used as most women will encounter several breaks from the 

labour market due to childbearing. 

 

Next variable which is used is education. By including education, it denotes 

the years of schooling, thus, the coefficient in the regression calculates the av-

erage rate of return to an additional year of schooling. This variable comprises 

of several dummies which are no formal schooling, primary, secondary and ter-

tiary level. Marital status is also included in the earnings function in the form of 

dummy variable. It is considered as 1 if the individual is married and 0 other-

wise. Women without husbands are expected to engage in continuous job expe-

rience. In contrast, the labour force participation of married women, tend to di-

minish as they need to meet up with the demand to spend more time with their 

family (Mincer and Polachek, 1974). Location is also included in the earnings 

function. Location refers to urban which is coded as 1 and rural which is coded 

as 0. Schafgans (2000) stated that employees working in the urban area receive 

higher earnings as compared to those working in the rural area. This is expected 

as employees who live in urban area encounter higher costs of living as com-

pared to rural area. Consequently, occupation variable is also included. The oc-

cupational dummies are based on Malaysia Standard Classification of Occupa-

tions 2008 (MASCO 2008) at 2-digit level. Thus, it comprises of 41 occupa-

tional categories. Finally, the variable for industry at 1-digit level is also incor-

porated in the earnings function (see Kee, 2006 and Ozcan, 2010). It is based 

on Industry Classification 2008 for 21 categories. The dummy variables com-

prised of agriculture, forestry and fishing, mining and quarrying, manufactur-

ing, electricity, gas, steam and air conditioning supply, water supply; sewerage, 

waste management and remediation activities; construction, wholesale and re-

tail trade; repair of motor vehicles and motorcycles, transportation and storage, 

accommodation and food service activities, information and communication, 

financial and insurance/takaful activities, real estate activities, professional, sci-

entific and technical activities, administrative and support service activities, 

public administration and defence; compulsory social security, education, hu-

man health and social work activities, arts, entertainment and recreation, other 

service activities, activities of households as employers; undifferentiated goods 

and services producing activities of households for own use, activities of extra-

territorial organization and bodies. 

 

4. DATA DESCRIPTION  

 

This paper uses the 2012 Malaysia Household Income Survey to examine 

the gap in gender earnings across the earnings distribution. The dataset provides 

knowledge of socioeconomic information of 56,101 individual household in 
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Malaysia. Nonetheless, this dataset is based on 30 % of full dataset as obtained 

from Department of Statistics Malaysia. In order to examine the gender earnings 

differentials across the earnings distribution, the subsample chosen only incor-

porates employees aged 15-64 years old with reference to occupational classi-

fication based on MASCO 2008, on variables such as earnings, education and 

demographic characteristics. Other categories of employment, which refers to 

employers, own-account workers, and unpaid family workers are not included. 

In addition, the armed forces are also excluded from the analysis. Therefore, the 

remaining subsample comprises of 4829 male and 3236 female employees. Ta-

ble 1 outlays the descriptive statistics of the dependent variable and the inde-

pendent variables by gender. 

 

Based on Table 1, on average, male earned more than female with a differ-

ence of approximately RM 274. Consequently, the average age of male is 36 in 

2012 which is similar to female. A significant higher proportion of males and 

females reside in the urban as compared to rural areas. Accordingly, with refer-

ence to the marital status, regardless of gender, majority of employees are mar-

ried. The percentage of married male is higher as compared to female. Approx-

imately 59 % of males are married in 2012 as compared to females with the 

value of approximately 57 %. This indicates the role of males as bread winner 

for their families. From another perspective, females have larger proportion 

within the categories of widowed, divorced and separated as compared to males. 

It may due to the fact the need for females within those categories to support 

their living. Consequently, from education perspective, the proportion of males 

exceeds females in primary and secondary categories, except for no formal 

schooling and tertiary level. This could relate to the provision of education and 

training opportunities for women as stated in the Eighth Malaysia Plan (2001-

2005) and Ninth Malaysia Plan (2006-2010) which leads to females to be able 

to surpass males at tertiary level. From the occupational perspective, females 

were largely concentrated within clerical category such as office clerks whilst 

another interesting discovery is females also largely concentrated in teaching 

professional and health professionals categories in 2012 as compared to males. 

In addition, within the science and engineering professionals category, females 

had slightly outnumbered males. This also may reflect the government policy 

to provide education and training opportunities for females as earlier stated. 

However, females still concentrated in low-paying occupations such as office 

clerks. Meanwhile, males were largely concentrated in science and engineering 

associate professionals. Hence, a certain degree of gender occupational segre-

gation could be reflected based on the results presented. However, it is noted 

that in 2012, most males largely concentrated in the low-paying occupations 

such as drivers and mobile plant operators, agricultural, forestry and fishing op-

erators and protective service workers. Finally, based on sectoral perspective, 

significant proportions of males worked in manufacturing, construction and 

public administration, defence and compulsory social security. On the other 
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hand, females were largely employed in wholesale and retail trade, education 

and professional, scientific and technical activities sectors. 

 

Table 1. Descriptive Statistics by Gender in 2012 

Variable          Male (4829)            Female (3236) 

 Mean                     Standard 

                              Deviation 

Mean                             Standard 

                                       Deviation 

Monthly Earnings  2563.997 2608.544 2290.017  2059.397 

Log-Earnings 7.524308 0.8077753 7.408977 0.8542718 

Age 36.254917 11.6193 36.408218 11.19077 

Location     

Urban 0.695382 0.4602931 0.75618 0.4294515 

Rural 0.304618 0.4602931 0.24382 0.4294515 

Marital Status      

Never Married 0.392421 0.5026849 0.363721 0.4811439 

Married 0.584593 0.4928431 0.56953 0.4952185 

Widowed 0.012839 0.1125917 0.03492 0.1836047 

Divorced 0.009319 0.0960925 0.027812 0.1644596 

Separated 0.000828 0.0287718 0.004017 0.0632645 

Education     

No Formal Schooling 0.018016 0.1330234 0.021014 0.1434517 

Primary 0.108718 0.3113175 0.078801 0.2694695 

Secondary 0.605094 0.4888811 0.475587 0.4994808 

Tertiary 0.268171 0.4430532 0.424598 0.4943583 

Occupation     

Chief Executives, Senior 

Officials & Legislators 

0.006834 0.0823919 0.006799 0.0821851 

Administrative & Com-

mercial Managers 

0.013667 0.1161181 0.023486 0.1514638 

Production & Specialized 

Services Managers  

0.014082 0.1178396 0.012361 0.1105076 

Hospitality, Retail & 

Other Services Managers  

0.007041 0.0836222 0.010198 0.1004833 

Science & Engineering 

Professionals 

0.020087 0.1403124 0.020396 0.141371 

Health Professionals 0.005591 0.0745728 0.007726 0.0875687 

Teaching Professionals 0.058397 0.2345172 0.097342 0.2964692 

Business & Administra-

tion Professionals 

0.018844 0.1359897 0.034611 0.1828198 

Information & Commu-

nications Technology 

Professionals 

0.004556 0.0673498 0.005871 0.0764119 

Legal, Social & Cultural 

Professionals 

0.003313 0.0574719 0.008035 0.089289 

Hospitality, Retail & 

Other Services Profes-

sionals 

0.000414 0.0203489 0.000309 0.0175791 

Science & Engineering      

Associate Professionals 

0.069994 0.255163 0.051607 0.2212663 

Health Associate  0.016152 0.1260746 0.037392 0.1897494 

Professionals Business & 

Administrations Associ-

ate Professionals 

0.030648 0.1723804 0.03801 0.1912497 

Legal, Social, Cultural & 

Related Associate Profes-

sionals 

0.004763 0.0688563 0.005253 0.0723009 

Information & Commu-

nications Technicians 

0.009733 0.0981842 0.010198 0.1004833 

Office Clerks 0.046593 0.2107884 0.08869 0.2843393 

Customer Services 

Clerks 

0.013253 0.1143692 0.019468 0.138186 

Numerical & Material 

Recording Clerks 

0.025885 0.1588095 0.042336 0.2013862 
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Other Clerical Support 

Workers 

0.004556 0.0673498 0.007417 0.0858128 

Personal Services Work-

ers  

0.044109 0.2053574 0.049135 0.2161827 

Sales Workers 0.078691 0.2692841 0.092398 0.2896318 

Personal Care Workers 0.015324 0.1228511 0.01885 0.1360177 

Protective Services 

Workers 

0.059226 0.2360707 0.031829 0.1755729 

Market-Oriented Skilled 

Agricultural Workers 

0.034169 0.1816808 0.025958 0.1590345 

Market-Oriented Skilled 

Forestry, Fishing &  

Hunting Workers 

0.00642 0.0798728 0.001854 0.0430264 

Subsistence Farmers, 

Fishers, Hunters & Gath-

erers 

0.002485 0.0497928 0.004635 0.0679359 

Building & Related 

Trades Workers, Exclud-

ing Electricians 

0.043901 0.204897 0.016378 0.1269448 

Metal, Machinery & Re-

lated Trades Workers 

0.041831 0.2002226 0.020705 0.1424154 

Handicraft & Printing 

Workers 

0.002485 0.0497928 0.001854 0.0430264 

Electrical & Electronic 

Trades Workers 

0.011597 0.1070724 0.006799 0.0821851 

Food Processing, Wood 

Working, Garment & 

Other Craft & Related 

Trades Workers 

0.013667 0.1161181 0.015142 0.1221371 

Stationary Plant &   Ma-

chine Operators 

0.033754 0.1806151 0.027503 0.1635694 

Assemblers 0.022779 0.1492138 0.032447 0.1772127 

Drivers & Mobile Plant 

Operators 

0.076413 0.2656858 0.030902 0.1730799 

Cleaners & Helpers 0.014496 0.1195349 0.030902 0.1730799 

Agricultural , Forestry & 

Fishery Labourers 

0.035618 0.1853553 0.016996 0.1292772 

Labourers in Mining , 

Construction , Manufac-

turing & Transport 

0.048871 0.2156215 0.020087 0.140318 

Food Preparation Assis-

tant 

0.006005 0.0772694 0.002781 0.0526719 

Electricity, Gas, Steam & 

Air Conditioning Supply 

0.005591 0.0745728 0.001854 0.0430264 

Water Supply; 

Sewerage, Waste Man-

agement & Remediation 

Activities 

0.007248 0.0848342 0.002163 0.0464667 

Construction 0.142887 0.3499935 0.021014 0.1434517 

Wholesale & Retail 

Trade; Repair of Motor 

Vehicles & Motorcycles 

0.137295 0.3441947 0.153894 0.3609026 

Transportation & Storage 0.068337 0.2523497 0.020705 0.1424154 

Accommodation & Food 

Service Activities 

0.052806 0.2236691 0.073857 0.2615778 

Information &  

Communication 

0.021122 0.1438072 0.021632 0.1455 

Financial &  

Insurance/takaful  

Activities 

0.021951 0.1465378 0.041718 0.1999753 

Real Estate Activities 0.004349 0.0658081 0.006489 0.080308 

Professional, Scientific & 

Technical activities 

0.019259 0.1374469 0.036774 0.188235 

Administrative & Sup-

port Service Activities 

0.052806 0.2236691 0.047899 0.2135848 
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Public Administration & 

Defence; Compulsory 

Social Security 

0.112031 0.3154378 0.085909 0.2802722 

Education 0.056326 0.2305747 0.158529 0.3652928 

Human Health & Social 

Work Activities 

0.021951 0.1465378 0.073239 0.260568 

Arts, Entertainment & 

Recreation 

0.006627 0.0811424 0.006489 0.080308 

Other Service Activities 0.008905 0.0939525 0.020705 0.1424154 

Activities of Households 

as Employers; Undiffer-

entiated Goods & Ser-

vices Producing Activi-

ties of Households for 

Own Use 

0.001657 0.0406725 0.027194 0.1626737 

Activities of Extraterrito-

rial Organization & Bod-

ies  

0 0 0.000618 0.0248567 

 

5. EARNINGS PROFILE 

 

Table 2 depicts the average monthly earnings of male and female employees 

within various occupational groups in 2012. The gender gap in earnings is ob-

served in all occupational groups. The health professionals received the highest 

monthly earnings of RM 6678 in 2012 followed by the administrative and com-

mercial managers with the value of RM 6059. On contrary, the subsistence 

farmers, fishers, hunters and gatherers earned the lowest the earnings at RM 

808. From gender perspective, within the health professional categories, fe-

males earned more than males. Another exceptional case whereby females re-

ceived larger earnings than males is within the food preparation assistant cate-

gory. However, for other occupational categories, males earned more than fe-

males in 2012. It is noted that males earned higher earnings than females even 

in the female dominated occupations such as teachings professionals and within 

all clerical categories which comprise of office clerks, customer services clerks, 

numerical and material recording clerks and other clerical support workers. Fur-

thermore, the earnings gap between males and females amongst decision-mak-

ing position such as the chief executives, senior officials and legislators, and 

administrative and commercial managers is quite substantial.  

 

Females at the decision making position received approximately less than 

half of the earnings received by males. This may reflect the glass ceiling effect 

in the labour market. It denotes that the females are not paid according to their 

abilities as compared to males. To certain extent, this reflects the barrier faced 

by females at the decision making position. As a result, this may lead them to 

exit from the labour market to concentrate on their families or to set up own 

business which provide higher return. On the other hand, within the lowest earn-

ings group which refers to subsistence farmers, fishers, hunters and gatherers, 

females received RM 663 in 2012. This denotes the existence of sticky floor 

effect. Despite males and females perform similar job, however, females end up 

at the lower scale as compared to males at the bottom of the earnings distribu-

tion. 
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Table 2. Average Monthly Earnings of Employees by Sex, Occupational 

Category in 2012 (2-digit level) 

Occupational 

Group 

Male Female Total 

 (RM) (RM) (RM) 

Chief Executives, Senior Officials 

& Legislators 

6571 3884 5496 

Administrative & Commercial 

Managers 

7458 4844 6059 

Production & Specialized  

Services Managers  

6031 4505 5466 

Hospitality, Retail & Other  

Services Managers  

3940 3277 3614 

Science & Engineering  

Professionals 

6165 4276 5400 

Health Professionals 5907 7512 6678 

Teaching Professionals 4287 3703 3979 

Business & Administration  

Professionals 

5398 4055 4657 

Information & Communications 

Technology Professionals 

5215 3447 4395 

Legal, Social & Cultural  

Professionals 

4023 3738 3847 

Occupational 

Group 

Male Female Total 

 (RM) (RM) (RM) 

Hospitality, Retail & Other  

Services Professionals 

6095 3602 5264 

Science& Engineering Associate 

Professionals 

3036 2605 2894 

Health Associate Professionals 3174 2521 2777 

Business & Administrations  

Associate Professionals 

4407 3124 3825 

Legal, Social, Cultural & Related 

Associate Professionals 

2842 2436 2669 

Information & Communications 

Technicians 

3213 2080 2745 

Office Clerks 2894 2052 2422 

Customer Services Clerks 3494 2173 2839 

Numerical & Material Recording 

Clerks 

2431 2107 2261 

Other Clerical Support Workers 3256 2096 2651 

Personal Services Workers  1790 1469 1653 

Sales Workers 1733 1325 1553 

Personal Care Workers 2174 1431 1839 

Protective Services Workers 2405 2073 2317 

Market-Oriented Skilled  

Agricultural Workers 

1410 1166 1328 

Market-Oriented Skilled Forestry, 

Fishing & Hunting Workers 

1414 1335 1401 

Subsistence Farmers, Fishers, 

Hunters & Gatherers 

989 663 808 

Building & Related Trades  

Workers, Excluding Electricians 

1391 1228 1358 

Metal, Machinery & Related 

Trades Workers 

1859 1540 1779 

Handicraft & Printing Workers 2121 1321 1855 

Electrical & Electronic Trades 

Workers 

1769 1518 1698 

Food Processing, Wood Working, 

Garment & Other Craft & Related 

Trades Workers 

1427 1074 1276 

Stationary Plant & Machine  1584 1091 1410 
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6. EMPIRICAL RESULTS  

  

The gender earnings differentials across quantiles are explored after control-

ling for covariates using the pooled quantile regression analysis. Table 3 depicts 

the results for the estimation at five quantiles of various values; the 10th, 25th, 

50th, 75th and 90th percentiles based on extended Mincerian (1974) model spec-

ification. Thus, the returns to labour market characteristics for men and women 

are assumed to be constant. Meanwhile, the inclusion of gender dummy reflects 

the underpayment receive by female employees. Age variable is positively re-

lated with log earnings. It indicates that older employees receive higher earn-

ings. Age squared which indicates proxy for experience is negatively related 

with log earnings. It is significant and conforms to the life cycle theory. Similar 

findings are found in other Malaysian studies such as Milanovic (2001) and 

Fernandez (2007). It denotes a concave-earnings profile, whereby log earnings 

will increase at the decreasing rate. Education is coded based on ranking; no 

formal schooling, primary, secondary and tertiary level respectively. Results 

show that the education variable denotes positive relationship with gender earn-

ings. Thus, the higher the level of the education, the higher will be the earnings. 

The coefficients for age and education confirm to economic theory which is 

positively related to the dependent variable which is log earnings. Meanwhile, 

marital status which is coded as 1 for married employee indicates positive sign 

towards the earnings. It signifies that married employees earn higher as com-

pared to non-married employees. The findings support the economic theory 

which states that married employees will earn more as compared to non-married 

employees since they need to support their families. Similar pattern exists for 

location variable which denotes positive sign as well. Since the location is coded 

1 for urban, thus, this signifies that employees who work at the urban area earn 

higher as compared to employees at the rural area in 2012. For the occupation 

variable, differences in the earnings are statistically meaningful between these 

occupation categories. The coefficient reflects negative sign as it starts with the 

highest ranking of the occupational categories which refers to chief executives, 

senior officials and legislators and ends with the lowest ranking which signifies 

the refuse workers and other elementary workers. Next, the variable for industry 

implies the differences in earnings exist across various industries.  

 

Operators 

Assemblers 1745 1553 1651 

Drivers & Mobile Plant Operators 1871 1526 1797 

Cleaners & Helpers 1807 1613 1693 

Agricultural, Forestry & Fishery 

Labourers 

963 752 912 

Labourers in Mining, Construc-

tion, Manufacturing & Transport 

1291 1023 1233 

Food Preparation Assistant 1312 1554 1369 

Street & Related Sales & Services 

Workers 

1272 1052 1172 

Refuse Workers & Other  

Elementary Workers  

1514 1341 1457 
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Table 3: Bootstrapped Pooled Quantile Regression Estimates in 2012 

Notes: 

(a) ***, ** and * denote statistical significance at the 1 % , 5% and 10 % level respectively based on two-tailed 

tests. 

(b) Standard errors are in parentheses. The quantile regression model estimates are based on bootstrapping with 

100 replications. 

 

Overall, most coefficients are significant at 1 %, 5% and 10 % of signifi-

cance level across various percentiles. However, the industry coefficient is in-

significant across other quantiles, except at 25th and 50th quantile. This indicates 

that the industry is not a factor in affecting the log earnings in 2012. The gender 

dummy which denotes underpayment receive by female signifies a decreasing 

values in the first half of the distribution. Consequently, the gender dummy fur-

ther signifies that female is largely underpaid at the lowest quantile which is 

10th percentile with the value of -0.3695493. This indicates the existence of 

sticky floor effect. It is defined due to the existence of the 10th percentile earn-

ings gap is higher than the 25th percentile earnings gap by at least 2 percentage 

point (Arulampalam et al., 2007). Thus, women at the bottom part of the earn-

ings distribution of 10th percentile is at the disadvantaged position as compared 

to those at the 25th percentile. Nevertheless, the difference of the earnings gap 

between the 75th percentile and 90th percentile signifies to certain extent, glass 

ceiling prevails in the labour market in 2012. The glass ceiling is defined by 

earnings comparison between the 90th and 75th percentile (Arulampalam et al, 

2007). It is reflected that women at the 90th percentile are more at disadvantaged 

position compared to women at 75th percentile in Malaysia in 2012. This reflects 

that females who worked as chief executives, senior officials and legislators, 

and managerial position such as administrative and commercial managers en-

countered the barrier to move up further within their particular organizations. 

Overall, it is noted that the sticky floor is more predominant than the impact of 

glass ceiling in the labour market in Malaysia.  

 

Variables 10th 25th 50th 75th 90th 

Age   0.0603977*** 

(0.0106174) 

 0.0633772*** 

(0.0062918) 

 0.0626762*** 

(0.0045006) 

 0.0537908*** 

(0.0042491) 

 0.0433788*** 

(0.006326) 

Age squared -0.0007512*** 

(0.001371) 

-0.0007571*** 

(0.0000815) 

-0.0007216*** 

(0.0000568) 

-0.0005779*** 

(0.0000574) 

-0.0004376*** 

(0.0000833) 

Education 0.4275621*** 

(0.0301131) 

0.4314829*** 

(0.0143958) 

0.4169322*** 

(0.0114112) 

0.3822028*** 

(0.0135386) 

0.390815*** 

(0.0194421) 

Marital Status 0.3668971*** 

(0.0309893) 

0.2842889*** 

(0.0214403) 

0.24286*** 

(0.0163997) 

0.2390577*** 

(0.0162088) 

0.2288392*** 

(0.0214162) 

Location 0.4072928*** 

(0.0310148) 

0.366656*** 

(0.0231204) 

0.3158885*** 

(0.0209622) 

0.2681461*** 

(0.0169487) 

0.2672274*** 

(0.0245338) 

Occupation -0.0077953*** 

(0.0007389) 

-0.0091329*** 

(0.0003999) 

-0.0091355*** 

(0.0004216) 

 -0.00959*** 

(0.0003937) 

-0.0100363*** 

(0.0004977) 

Industry 0.007016 

(0.0037364) 

0.0070757*** 

(0.0020836) 

0.0070561*** 

(0.0013742) 

0.0030137 

(0.0015168) 

0.0001575 

(0.0021397) 

Gender -0.3695493*** 

(0.0321229) 

-0.2721592*** 

(0.0168072) 

-0.2606552*** 

(0.0134786) 

-0.2424695*** 

(0.0167655) 

-0.2827302*** 

(0.0221165) 

Constant 4.259704*** 

(0.2282375) 

4.665524*** 

(0.1193599) 

5.109203*** 

(0.1121856) 

5.772849*** 

(0.0898796) 

6.308721*** 

(0.1258023) 

Psuedo-R2 0.2085 0.2671 0.3010 0.2965 0.2822 

Sample Size 8065 8065 8065 8065 8065 
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In short, the findings of this study concurs with other Malaysian studies from 

management perspective such as Ling et al. (1991), Koshal et al. (1998) and 

Zubaidah et al (1991) which stated that glass ceiling exists in the Malaysian 

labour market. However, their investigations were limited to firmôs perspective 

per se. Therefore, this study contributes further by providing evidence of glass 

ceiling from nationwide perspective. From another perspective, there is an ab-

sence of previous Malaysian studies on glass ceiling from economics perspec-

tive. Thus, this study contributes by providing evidence of glass ceiling from 

economics perspective. In addition, this study contributes further by providing 

evidence of sticky floor to also co-exist along the glass ceiling across the earn-

ings distribution. In comparison with other countries, the results seem to be sim-

ilar with Thailand in Fang and Sakellariou (2011) whereby they confirmed the 

existence of glass ceiling and sticky floor based on pooled regression. Other 

countries which have similar pattern based on the pooled model are France, 

Germany, and Italy which stated in Arulampalam et al. (2007).  

 

7. CONCLUSION 

 

This paper utilizes the quantile regression technique to evaluate the gender 

earnings differentials in Malaysia based on Malaysia Household Income Survey 

dataset for 2012. The gap is examined at across different points of the earnings 

distribution based on pooled regression analysis. Several important findings 

could be reflected in this paper. First and foremost, based on the descriptive 

analysis, the females representation across the occupational categories is en-

couraging in 2012.This could be due to female higher educational attainment as 

compared to males at tertiary level. Secondly, the concentration of females 

within the clerical categories is here to stay. Females should be equipped with 

necessary skill for them to engage in the skilled work dominated by males such 

as electrical and electronic trade workers and stationary plant and machine op-

erators. Thirdly, another important finding which is crucial is the concentration 

of males in the low-ranking occupations. Since male educational level exceed 

femaleôs at secondary level, this may explain the reason for them to end up at 

the low-paying occupations and would not be able to further compete with fe-

males to acquire higher ranking occupations in 2012.  

 

Fourthly, despite female higher educational attainment had been relatively 

higher than males at the tertiary level, however, overall, females continued to 

receive lower earnings as compared to males. It seems that males received 

higher earnings as compared to females across most occupations which include 

the female- dominated occupations such as office clerks and teaching profes-

sionals. Finally, this paper concludes that sticky floor and glass ceiling prevail 

in Malaysia in 2012. Wider earnings gap are found both at the 10th percentile 

and 90th percentile of the earnings distribution. Henceforth, two recommenda-

tions are addressed in this study. First and foremost, the existing implementation 
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of the policy of 30% of females at decision making level should be further en-

hanced in order to reduce the gap at the top earnings distribution. The enforce-

ment of higher number of females at the decision making level need to be more 

rigorous from the private sector as their participation level is still considered 

unfavourable as compared to the public sector which had already achieved its 

target of 30 % of females at decision making level in 2012. Therefore, it is pro-

posed that the salary scale in the private sector to be standardized. Thus, sticky 

floor and glass ceiling issues could be addressed more effectively if the private 

sector is obliged to standardize the salary scale within the particular organiza-

tions. By doing so, the employer would not be able to offer females such as a 

chief executive office, a salary which is lower as compared to male counterpart. 

Therefore, they would not leave firm if they had been granted similar amount 

of salary as compared to their male counterpart. For the low-paying occupations, 

if the salary receives by females is at par with the male counterpart, perhaps 

more females will decide to join the labour market. Therefore, income loss for 

the country could be avoided. Lastly, it is recommended to further enhance the 

female education in the science field as being outlined in the Eighth Malaysia 

Plan (2001-2005) and Ninth Malaysia Plan (2006-2010). Hence, more females 

would be interested to join the male-dominated occupations such as science and 

engineering professionals and not merely segregated within the traditional fe-

male jobs such as teaching professionals and health professionals. In sum, anal-

ysis of gender earnings differentials across the earnings distribution would be 

able to assist the policy makers to implement better targeted policies in future.  
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ABSTRACT 

 
The recent global financial crisis has led to an increase in public debt across developing 

countries and there are concerns about its economic impact. This paper investigates the effects 

of public debt on long-run economic growth of common law versus civil law countries in devel-

oping economies. The paper applies Pooled Mean Group estimator that accounts for heteroge-
neity across countries by allowing the short-run coefficients to differ across countries but con-

strain the long-run coefficient to be identical. Our results reveal that public debt lowers long-

run economic growth of common law countries but it has insignificant effects on long-run eco-

nomic growth of civil law countries. Conversely, public debt has insignificant effects on short-

run economic growth of common law countries but it lowers short-run economic growth of civil 

law countries. Our results suggest that institutional factors such as legal origin explain different 

impact of public debt on economic growth of developing countries. 

 

JEL classification: E6, F3, F4 

 

Keywords: Public debt, economic growth, legal origin, dynamic heterogeneous panel, develop-
ing countries 

 

1. INTRODUCTION  

 

The recent global financial crisis, partly caused by the unwinding US sub-

prime mortgage market, exposed many countries to economic recession. Re-

sponding to this recession, governments in some countries adopted expansion-

ary fiscal policy as a measure to reduce the effects of the economic recession. 

However, expansionary fiscal policy contributed to rising public debt-to-GDP 

ratio in these countries and there are concerns about its economic impact.    

 

The theory on public debt-growth relationship states that public debt affects 

economy in the short and long-run (Woo and Kumar 2015). Specifically, the 

traditional theorist asserts that public debt increases aggregate demand and out-

put in the short-run but crowds-out capital and reduces output in the long-run 

(Elmendorf and Mankiw 1999). Most policy researchers agree that public debt 

stimulates growth but there are few researchers arguing that public debt slows 

mailto:matemilolabt@gmail.com
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growth in developing economies. Prior studies on public debt and growth over-

looked the effect of country legal origin on public debt-growth relationship in 

developing countries. 

 

 

Developing countries legal system offer less protection of investors legal 

and property rights compared to developed countries. Moreover, there is con-

cern about fiscal and debt sustainability impact on economic growth of devel-

oping countries. According to World International Debt Statistics Report 

(2015), public debt has been rising in developing countries since 2000. The total 

external debt for developing countries was 1964 billion USD in 2000 but in-

creases to 5506.4 billion USD in 2013 which correspond to an increase of 180%. 

Moreover, public debt increases steadily through-out the 13 year period, 2000 

to 2013. Rising public debt in developing countries raises some concerns and 

the need to investigate the impact of public debt on economic growth. Results 

of these findings would serve as an early warning signal to avoid accumulating 

excessive debt with its many problems.   

 

On the issue of public debt, Blanchard et al (2013) highlighted danger of 

rising public debt and the need to rethink the ways macroeconomic policy are 

formulated. Prior studies (e.g. Schclarek, 2004) report negative effects of public 

external debt on growth of industrial and developing countries. Similarly, Rein-

hart and Rogoff (2010) examine the effects of public external debt on growth 

but they focus on only the correlations between debt and growth. Correlation 

tells us the strength of the relationship between two variables but lack power to 

establish causal relationship and it does not control for other determinants of 

growth. Other researchers (e.g. Eberhardt and Presbitero, 2013; Pescatori et al., 

2014) find that the negative effects of public debt on growth is not robust in a 

non-linear framework. 

 

This paper focuses on the effect of public debt on economic growth of de-

veloping countries within the Elmendorf and Mankiw (1999) theoretical frame-

work. Precisely, this paper investigates the effects of public debt on long-run 

economic growth of common law versus civil law countries in developing econ-

omies, classified as emerging economies. The Pooled Mean Group estimator 

(that accounts for heterogeneity across countries) results reveal that public debt 

lowers long-run economic growth of common law countries but it has insignif-

icant effects on long-run economic growth of civil law countries. Conversely, 

public debt has insignificant negative effects on short-run economic growth of 

common law countries but it lowers short-run economic growth of civil law 

countries. The results suggest that both the common law and civil law legal sys-

tems do not stimulate economic growth in developing countries.    

 

Unlike some prior studies that mainly focus on developed countries when 

investing public debt-growth relationship; this paper focuses on the effects of 
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country legal origin on the relationship between public debt and long-run eco-

nomic growth in developing countries, classified as emerging economies. The 

countries are divided into common law and civil law countries to gauge the ef-

fects of legal origin on long-run economic growth. Secondly, our paper applies 

the Pooled Mean Group estimator that account for heterogeneity across coun-

tries overlooked by prior studies when investigating public debt and growth re-

lationship. Third, the paper integrates law theory with the Elmendorf and 

Mankiw (1999) theory to explain the effects of country legal origin on the rela-

tionship between public and economic growth. As common law legal system 

protects investorsô rights and enforces contracts better than the civil law legal 

system (La Portal et al., 2008). All things being equal, better investorsô protec-

tion rights and contract-enforcement (indications of institutional quality) should 

reduce inefficient utilization of public debt needed to finance profitable invest-

ment and infrastructure projects to support productivity and stimulate growth in 

common law countries than civil law countries.  

 

The rest of the paper is organized as follows: section 2 reviews relevant 

literature, section 3 describes data and methods, section 4 discusses the results, 

and section 5 concludes the paper.  

 

2. THEORETICAL FRAMEWORK  

 

Common law and civil law operate in different ways. Common law relies 

on broader legal principles while civil law relies on legal codes (Glaeser and 

Shleifer 2002). Common law legal origin is linked to better protection of inves-

tors and creditors rights, less government regulation, more judicial independ-

ence, and less formalistic and more creative court, while civil law countries are 

linked to the opposite (La Porta et al. 2008; La Porta et al. 1998). Law theory 

argues that countries where the legal system enforces private property rights, 

enforces private contractual agreements and protect legal rights encourage in-

vestors to invest (Beck and Levine, 2005). Likewise, many researchers accept 

that effective protection of investors and creditors rights minimize inefficient 

utilization of financial resources (e.g. public debt), and increases government 

access to finance needed to fund profitable investment that stimulates growth 

(La Portal et al., 2008). Good laws that protect property rights and enforce con-

tracts encourage investment which is crucial for economic growth. 

 

The superior characteristics of the common law allow easy access to public 

debt needed to finance profitable investment to stimulate growth. The common 

law appears to minimize inefficient use of financial resources (such as public 

debt) than the civil law in developing countries. Therefore, this paper draws 

insights from law theory and integrates it with Elmendorf and Mankiw (1999) 

theory. Although, there are several channels through which public debt affect 

economic growth, but the Elmendorf and Mankiw (1999) theory clearly states 
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that public debt stimulate economic growth in the short-run but crowds out cap-

ital and lower economic growth in the long-run. The long-run and short-run 

predictions of this theory are integrated with the law theory. Specifically, the 

paper argues that common law protects investorsô rights and provides better 

contract-enforcement mechanism than civil law. These investorsô protection 

rights and contract-enforcement encourages investors to provide debt capital 

needed to finance profitable investment. All things being equal, better investorsô 

protection rights and contract-enforcement (indications of institutional quality) 

should reduce inefficient utilization of public debt needed to finance profitable 

investment and infrastructure projects to support productivity and stimulate 

growth in common law countries than civil law countries. Therefore, this paper 

hypothesized that at least in the short-run, public debt should have a positive 

relationship with economic growth in common law countries yet a negative re-

lationship in both the long-run and short-run economic growth in civil law coun-

tries.  

 

Turning to recent empirical studies in the literature, Woo and Kumar (2015) 

motivated by concern over rising public debt across the world due to the recent 

global financial crisis, examine the impact of high public debt on long run eco-

nomic growth. Appling OLS and System-GMM estimators, they find a negative 

relationship between initial public debt and subsequent economic growth, after 

controlling for other growth determinants. Precisely, a 10 percent point increase 

in initial public debt is associated with a slowdown in economic growth of about 

0.2 percent. The authors conclude that their results are similar to other research-

ersô results reported in prior studies. Moreover, they document non-linearity in 

the public debt-growth relationship with only high (above 90%) of debt having 

negative effect on growth. Unlike Woo and Kumar (2015) that mainly build on 

determinants of long-run growth, our paper focuses on the impact of public debt 

on economic growth in common law versus civil law countries in developing 

countries that is rarely investigated. Moreover, our paper includes public debt 

square in our model specification to capture non-linear effects of public debt on 

growth.  

 

In order to thoroughly capture the non-linear effects of public debt on 

growth, Egert (2015) applies the panel threshold to investigate whether public 

debt has a negative nonlinear effect on growth if public debt exceeds 90%. He 

finds that a negative nonlinear relationship between public debt and growth is 

sensitive to modeling choices and data coverage. Moreover, in rare cases when 

non-linearity is detected, the negative non-linear relationship appears at lower 

level of public debt (between 20% and 60% of GDP). Egert (2015) argues that 

his results contradicts Reinhart-Rogoff (2010) who use descriptive statistics to 

show that public debt may have a negative effect on growth, especially when it 

exceeds 90%. Egert (2015) concludes that 90% is not a magic number and 

threshold value can be lower and the non-linear relationship may change de-

pending on sample size and model specification. He concludes that the non-
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linear relationship between public debt and growth appears complex and diffi-

cult to model. He suggests that further research is needed to understand the re-

lationship between public debt and growth. Our paper integrates law theory with 

the Elmendorf and Mankiw (1999) theory to explain the effects of country legal 

origin on the relationship between public and economic growth. Moreover, we 

include public debt square in our model specification to control for the non-

linear effects of public debt on economic growth documented in the literature. 

 

3. DATA AND METHODOLOGY  

 

This paper investigates the effect of public debt on economic growth of de-

veloping countries, classified as emerging economies, for the period ranging 

from 1979 to 2013.  This data is annual observation for each country and it is 

unbalanced panel data. Data were obtained from World Bankôs World Devel-

opment Indicators and Penn World Table (PWT) 7.0. The availability of data 

on public debt and other variables included in the model determine the sample 

size. The main analysis split the sample into common law (5) countries and civil 

law (13) countries. The paper split the sample data into common and civil law 

countries to investigate how country legal origin affects the relationship be-

tween public debt and economic growth. Additional analysis use the total sam-

ples (5 common law plus 13 civil law countries) of 18 developing countries, 

classified as emerging economies. Table 1 summarises the variables, source, 

and definition.  

 
Table 1. Definition and source of variables 

Variable Name                Source             Definition 

GDP per capital growth  

(GDPPG) 

World Development Indica-

tors  World Bank 

Real GDP per capital growth  

(annual %) 

Public Debt (Debt) World Development Indica-
tors, World Bank 

The central government debt, 
total (% of GDP) 

Population Growth (POP) Penn World Table (PWT) 7.0  Population growth (annual %) 

Government Final  

Consumption  

Expenditure (GOVCON) 

World Development Indica-

tors, World Bank 

General government final  

consumption expenditure (% 

of  

GDP) 

Real Effective Exchange  

Rate (REER) 

World Development Indica-

tors, World Bank 

Real effective exchange rate 

index  

Real Interest Rate (RIR) World Development Indica-

tors, World Bank 

Real interest rate (annual %) 

Trade Openness (TO)  Trade (% of GDP) 

 

The paper follows Woo and Kumar (2015) and proxy public debt as ratio of 

total government debt to gross domestic product (in percentage). The control 

variables included in the empirical model are the core set of explanatory varia-

bles that are related to economic growth. Economic growth is proxied by real 
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per capital GDP growth rate (in percentage). The paper controls for other deter-

minants of economic growth such as real interest rate, trade openness, real ef-

fective exchange rate, government final consumption expenditure, and popula-

tion in the regression model.  

 

In order to estimate the regression model, the paper applies the Pooled Mean 

Group because the Hausman test supports it over the Mean Group estimation 

technique. Pooled Mean Group (PMG) is proposed by Pesaran, Shin and Smith 

(1999) and is considered suitable for the analysis of dynamic panels. This is 

because it accommodates the long run equilibrium and the heterogeneous dy-

namic adjustment process. PMG estimation solves heterogeneity bias common 

in traditional panel fixed and random effects estimations. All traditional panel 

models have a basic assumption that at least some of the parameters are the 

same across the panel. For large time periods, Pesaran et al. (1999) shows that 

the traditional panel technique including panel generalized method of moment 

can produce inconsistent results, and a misleading estimate of the average val-

ues of the parameters in dynamic panel data model, except if the slope coeffi-

cients are truly identical. The pooled mean group allows the intercepts, short-

run coefficients and error variances to differ across countries, but it constraints 

the long-run coefficients to be similar across countries (Das, 2011). PMG is 

developed for a dynamic panel model where the time period is greater than the 

cross-sectional units, and it estimates the model as a system based on a combi-

nation of pooling and averaging of the variable coefficients (Asteriou, 2009). 

The paper extends aspect of Woo and Kumar (2015) paper by focusing on the 

effects of legal origin on public debt-growth relationship using the PMG Model. 

Adopting from Pesaran et al. (1999) and Law and Bany-Ariffin (2008) models, 

the autoregressive distributed lag (ARDL) modelôs unrestricted specification for 

the dependent variable y is 
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i= 1, 2éN; t= 1, 2é.T. 

where tiy  is a scalar dependent variable, tiX  is the k x 1 vector of regressors 

for the group i ,  µi represent the ýxed effects, űi is a scalar coefýcient on the 

lagged dependent variable, ɓiôs is the k x 1 vector of coefýcients on explanatory 

variables, ɚijôs are scalar coefýcients on lagged ýrst differences of dependent 

variables, and ɔijôs are k x 1 coefýcient vectors on ýrst-difference of explanatory 

variables and their lagged values. This paper assumes that the error terms ὑitôs 

are independently distributed across i and t, with zero means and variances i
2s

> 0. In addition, assuming that űi < 0 for all i, therefore there exists a long-run 

relationship between tiy  and tiX :  

  itititi
X hqg += '     =1, 2é.N; t = 1, 2é.T.                            (2) 
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where, iii jbq /'' =  is the k x 1 vector of the long-run coefýcients, and ɖitôs are 

stationary with possibly non-zero means (this includes ýxed effects).  Equation 

(1) can be rewritten as: 
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where 1, -tih , is the error correction term given by (2), hence ij is the error 

correction coefýcient which measures the speed of adjustment towards the long-

run equilibrium. The PMG estimator proposed by Pesaran et al. (1999) restricts 

the long-run coefýcients to be the same over the cross-section, but allows the 

short-run coefýcients and error variances to be different across groups; that is, 

qq=i  for all i. The hypothesis of homogeneity of the long-run policy param-

eters cannot be assumed a priori and we tested it empirically in all speciýcations 

by a Hausman-type test (Hausman, 1978). The pooled maximum likelihood es-

timation is used in computing the group-specific short-rum coefficients and the 

common long- run coefficients. The estimators are represented as: 
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The Pooled Mean Group (PMG) is applied because the time period (T) is 

larger than the number of countries (N) in the panel data for this study. Moreo-

ver, the traditional theory of public debt-growth relationship asserts that public 

debt stimulate economic growth in the short-run but crowds out capital and re-

duce economic growth in the long-run. Thus, PMG estimation technique is ap-

propriate for this study because it provides the long-run and short-run effects of 

public debt on economic growth. PMG allows the intercepts, short-run coeffi-

cients and error correction mechanism to differ across the countries, but restricts 

the long-run to be the same across the countries (Das, 2011). These characteris-

tics make PMG approach less restrictive than dynamic fixed effect models 

which assume common short-run and long-run coefficients as well as common 

speed of error correction across panels.  

 

4. RESULTS  

Tables 2A and 2B show the descriptive statistics. Before estimating equa-

tion 1, it is necessary to determine the order of integration of the variables used 

in the analysis by using some panel unit root tests. The paper employs some 

widely used first generation panel unit root test (Baltagi, 2005). In order to test 

for the presence of unit roots in the panel data series, the paper uses recent panel 

unit root test proposed by Levin et al. (2002), (hereafter LLC), Im et al. (2003), 
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(hereafter IPS), Maddala and Wu (1999), (hereafter MW). In LLC, IPS, and 

MW, the null hypothesis is non-stationary. However, LLC stated the null hy-

pothesis that each individual time series has a unit root against the restrictive 

alternative hypothesis that each individual time-series is stationary. Conversely, 

IPS allows heterogeneity and their null hypothesis states that each series in the 

panel contains a unit root, but the null hypothesis maintains that some but not 

all individual series has a unit root. The Maddala and Wu (1999) test have the 

added advantage because it is valid for individual Augmented Dickey-fuller 

Test (ADF) with different lag lengths.  

 
Table 2A. Descriptive statistics for common law countries 

 GDPPG DEBT TO REER RIR POP GOVCON 

 Mean  2.544  49.365  103.158  109.445  3.262  1.931 13.426 
 Maximum  8.844  104.400  458.332  168.638  13.073  2.940 21.783 

 Minimum  -9.635 26.900  19.313 69.464  -12.340  -0.197 7.781 

 Std. Dev.  3.109  16.925  108.881  20.379  4.213  0.605 3.658 

 

Table 2B. Descriptive statistics for civil law countries 

 GDPPG DEBT TO REER RIR POP GOVCON 

 Mean  3.487  41.362  59.394  95.398  9.259  1.161 13.516 
 Maximum  13.675  128.400  181.369  228.555  78.790  2.744 25.347 

 Minimum  -14.385 26.025  14.545 46.838  -24.600  -1.044 5.694 

 Std. Dev.  13.675  16.925  29.478  23.165  14.937  0.786 4.124 

Notes: a GDPPG is Real GDP per capital growth (annual %). Public debt is the central govern-

ment debt, total (% of GDP). POP is population growth (annual %). GOVCON is the general 

government final consumption expenditure (% of GDP). REER is real effective exchange rate 

index. RIR is the real interest rate (annual %), and TO is the trade (% of GDP). 

 

Tables 3A and 3B report outcomes of the panel unit root test (in levels) and 

it shows that the null hypothesis of a unit root cannot be rejected at levels, except 

real interest rates and government final consumption expenditure (GOVCON). 

However, this hypothesis is rejected when the series are in first differences (see 

Tables 4A and 4B). These results clearly indicate that the most of the variables 

in levels are non-stationary while all the variables are stationary in first differ-

ences. In other words, all the variables are integrated of order one. Therefore, 

the paper proceeds to the pooled mean group estimation. 

 
Table 3A. Panel unit root tests (Levels) for common law countries 

Series LLC  IPS Maddala-Wu 

Real GDP growth rate (GDPPG) -1.977 (0.080) -1.992 (0.079) 15.282 (0.010) 

Public Debt (DEBT) -1.530 (0.163) -0.959 (0.169) 24.446 (0.256) 

Trade Openness (TO) -1.355 (0.088) -0.421 (0.337) 10.483 (0.399) 

Real Effective Exchange Rate (REER) -1.233 (0.109) -0.670 (0.252) 13.379 (0.203) 

Real Interest Rate (RIR)  -3.477 (0.000)*** -4.154 (0.000)*** 37.999 (0.000)*** 

Population Growth Rate (POP)  1.948 (0.974) -0.838 (0.201) 15.341 (0.120) 

Government Consumption (GOVCON) -1.364 (0.086)  0.253 (0.600)   7.835 (0.645) 

 

Notes: Probability values are reported in parentheses. Lag for the series are 0 to 1. ***  Indicate 

the rejection of the null hypothesis. The standard IPS tests are distributed as N (0, 1) and the 
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Maddala-Wu Fisher type test is distributed as X2 with 2N degrees of freedom. All the tests 

include time trend in the specification. 

 

Table 3B. Panel unit root tests (Levels) for civil law countries 

Series LLC  IPS Maddala-Wu 

Real GDP growth rate (GDPPG) -1.096 (0.120) -1.787 (0.090) 16.149 (0.110) 

Public Debt (DEBT) -0.069 (0.473) -1.172 (0.130) 21.023 (0.121) 

Trade Openness (TO)  -2.223 (0.013) -3.728 (0.000) 58.078 (0.000) 

Real Effective Exchange Rate (REER) -1.542 (0.100) -1.561 (0.059) 24.846 (0.171) 

Real Interest Rate (RIR) -4.369 (0.000)*** -7.287 (0.000)*** 95.948 (0.000)*** 

Population Growth Rate (POP)  0.474 (0.682) -1.336 (0.091) 23.029 (0.120) 

Government Consumption (GOVCON) -2.890 (0.002)*** -2.397 (0.008)*** 42.672 (0.011)*** 

 

Notes: Probability values are reported in parentheses. Lag for the series are 0 to 7. *** and **  

Indicate the rejection of the null hypothesis. The standard IPS tests are distributed as N (0, 1) 

and the Maddala-Wu Fisher type test is distributed as X2 with 2N degrees of freedom. All the 

tests include time trend in the specification.  

 

Table 4A. Panel unit root tests (First difference) for common law countries 

Series LLC  IPS Maddala-Wu 

æReal GDP growth rate (æGDPPG) -10.239(0.000)*** -6.959 (0.000)*** 85.931 (0.000)*** 

æ Public Debt (æDEBT) -3.989 (0.000)*** -3.161 (0.001)*** 33.171 (0.000)*** 

æTrade Openness (æTO) -9.859 (0.000)*** -8.040 (0.000)*** 70.582 (0.000)*** 

æReal Effective Exchange Rate (æREER) -6.775 (0.000)*** -5.458 (0.000)*** 59.643 (0.000)***  

æReal Interest Rate (æRIR)  3.064 (0.000)*** -7.310 (0.000)*** 78.340 (0.000)*** 

æPopulation Growth Rate (æPOP)  -2.281 (0.044)** -4.412 (0.000)*** 44.245 (0.000)*** 

æGovernment Consumption (æGOVCON) -6.328 (0.000)*** -4.583 (0.000)*** 53.762 (0.000)***  

 

Notes: Probability values are reported in parentheses. Lag for the series are 0 to 1. ***  Indicate 

the rejection of the null hypothesis. The standard IPS tests are distributed as N (0, 1) and the 

Maddala-Wu Fisher type test is distributed as X2 with 2N degrees of freedom. All the tests 

include time trend in the specification.  

 

Table 4B. Panel unit root tests (First difference) for civil law countries 

Series LLC  IPS Maddala-Wu 

æReal GDP growth rate (æGDPPG) -10.965(0.000)*** -13.978 (0.000)***  106.653 (0.000)*** 

æPublic Debt (æDEBT) -5.851 (0.000)*** -9.732 (0.000)*** 38.174 (0.000)*** 

æTrade Openness (æTO) -10.116 (0.000)*** -8.631 (0.000)*** 110.535 (0.000)*** 

æReal Effective Exchange Rate (æREER) -10.179 (0.000)*** -8.834 (0.000)***  118.250 (0.000)*** 

æReal Interest Rate (æRIR)  5.940 (0.000)*** -11.230 (0.000)*** 156.692 (0.000)*** 

æPopulation Growth Rate (æPOP) -3.576 (0.000)*** -6.068 (0.000)*** 105.576 (0.000)*** 

æGovernment Consumption (æGOVCON) -11.362 (0.000)*** -10.684 (0.000)*** 130.678 (0.000)*** 

Notes: Probability values are reported in parentheses. Lag for the series are 0 to 1. ***  Indicate 

the rejection of the null hypothesis. The standard IPS tests are distributed as N (0, 1) and the 

Maddala-Wu Fisher type test is distributed as X2 with 2N degrees of freedom. All the tests 

include time trend in the specification. 

 

Although the mean group (MG) approach is less restrictive than the pooled 

mean group (PMG), PMG estimator is consistent and more efficient when the 

assumption of common long-run coefficient is valid. The Hausman test con-

firms that the assumption of common long-run coefficient is valid.  
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The Pooled Mean Group (PMG) results reveal that public debt is negatively 

related to long-run economic growth of common law countries but it has insig-

nificant effects on long-run economic growth of civil law countries in develop-

ing countries. Conversely, public debt has insignificant effects on short-run eco-

nomic growth of common law countries but it is negatively related to short-run 

economic growth of civil law countries. Our results suggest that institutional 

factors such as legal origin explain different impact of public debt on economic 

growth of developing countries, classified as emerging economies (see Tables 

5A and 5B).  

 
Table 5A. Pooled Mean Group (PMG) estimation for common law countries 

 Model 1 

Long-run Coefficients 

Model 1 

Short-run Coefficients  

Public Debt (Debt) -0.352***   (-3.23)  0.572          (1.02) 

Public Debt2 (Debt2)  0.005***     (4.49) -0.107         (-1.02) 

Population Growth Rate (POP) -0.147***   (-4.00)  0.664           (1.07) 

Government Consumption 

(GOVCON) 

-0.401***    (-3.05) -0.967         (-0.99) 

Real Effective Exchange Rate 

(REER) 

-0.025          (-1.52)  0.116*         (1.89) 

Real Interest Rate (RIR) -0.054          (-1.02)  0.072           (1.43) 

Trade Openness (TO)  0.006**       (2.33)  0.002**       (2.02) 

Error correction adjustment      -0.777***    (-5.85) 

Hausman-test for long-run  

Homogeneity 

 4.03            (0.30)      -                  -          

 

Notes: a See Table 2 for exact definition of variables. The dependent variable is real GDP growth 

rate. b The short-run coefficients are estimated using first difference (e.g. æDebt, æDebt2, æPOP, 

æRIR, æGOVCON, æREER, æTO). c Figures in parentheses are test statistics except for Haus-

man tests, which are p-values. d *** , **and * indicates that the coefficients are significant at 
1%, 5%, and 10 %, respectively. Observation = 131.  

 
Table 5B. Pooled Mean Group (PMG) estimation for civil law countries 

 Model 2 

Long-run Coefficients 

Model 2 

Short-run Coefficients 

Public Debt (Debt)  0.647           (1.59) -0.478**      (-2.31) 

Public Debt2 (Debt2) -0.001          (-0.97)  0.004          (1.50) 

Population Growth Rate (POP) -0.093          (-1.52)  0.298*         (1.82) 

Government Consumption 
(GOVCON) 

-0.632***    (-5.17)  -0.954***   (-3.02) 

Real Effective Exchange Rate 

(REER) 

-0.003          (-0.28)  0.064           (1.57) 

Real Interest Rate (RIR) -0.067***    (-3.20)  0.021           (0.32) 

Trade Openness (TO) -0.041***    (-3.95)  0.083**       (2.25) 

Error correction adjustment      -0.773***   (-7.38)     

Hausman-test for long-run  

Homogeneity 

 3.390          (0.847)       -                - 

 

Notes: a See Table 2 for exact definition of variables. The dependent variable is real GDP growth 

rate. b The short-run coefficients are estimated using first difference (e.g. æDebt, æDebt2, æPOP, 
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æRIR, æGOVCON, æREER, æTO). c Figures in parentheses are test statistics except for Haus-

man tests, which are p-values.         d*** , **and * indicates that the coefficients are significant at 

1%, 5%, and 10 %, respectively. Observation = 301.  

 

The Pooled Mean Group (PMG) results reveal that public debt is negatively 

related to long-run economic growth of common law countries but it has insig-

nificant effects on long-run economic growth of civil law countries in develop-

ing countries. Conversely, public debt has insignificant effects on short-run eco-

nomic growth of common law countries but it is negatively related to short-run 

economic growth of civil law countries. Our results suggest that institutional 

factors such as legal origin explain different impact of public debt on economic 

growth of developing countries, classified as emerging economies (see Tables 

5A and 5B).  

 

The results for the civil law samples are consistent with our predictions that 

public debt is negatively related to short-run economic growth of civil law coun-

tries in developing countries. However, the results are inconsistent with our pre-

dictions that public debt lowers long run economic growth of civil law countries 

in developing countries. Moreover, the results for the common law samples are 

inconsistent with our prediction that public debt, at least, stimulate economic 

growth of common law countries in developing countries, in the short-run. Fur-

thermore, we do not find evidence that public debt stimulate long-run economic 

growth of common law countries in developing economies, classified as emerg-

ing economies.  

 

The results for the common law countries support the Elmendorf and 

Mankiw (1999) and the traditional view that public debt crowds out capital and 

lower economic growth in the long-run. But, there is no evidence that public 

debt stimulate economic growth of common law countries in developing econ-

omies, in the short-run, which contradict the Elmendorf and Mankiw (1999), 

and the traditional theory. The results for the civil law countries contradict 

Elmendorf and Mankiw (1999) and the traditional theory or view that public 

debt stimulates economic growth in the short-run but crowds out capital and 

lower economic growth in the long-run. Moreover, as a robustness tests, the 

results for all the developing countries, classified as emerging economies, reveal 

that public debt stimulate long-run economic growth but has no effects on short-

run economic growth which contradict the Elmendorf and Mankiw (1999) and 

the traditional view that public debt crowds out capital and lower economic 

growth in the long-run (See Table 6 results). 

 

It appears that the common law legal system is not necessarily efficient and 

effective than the civil law legal system in using public debt to stimulate eco-

nomic growth. Thus, the La Porta et al (2008) argument that common law legal 

system is superior to the civil law legal system is not supported. The reason for 

these inconsistent results could be that the common law legal system passed-on 
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to some developing countries has undergone tremendous changes, over time. 

As a result, the laws have become less efficient and effective to stimulate long-

run economic growth of developing countries, classified as emerging econo-

mies. 

The empirical results for the common law countries also support Woo and 

Kumar (2015) who examine the impact of high public debt on long run eco-

nomic growth. They find a negative relationship between initial public debt and 

subsequent economic growth, after controlling for other growth determinants. 

Likewise, the results are consistent with Schclarek (2004) who report negative 

effects of public external debt on growth of industrial and developing countries 

using generalized method of moments. He concludes that this negative relation-

ship is driven by the incidence of public external debt, and not by private exter-

nal debt. 

 

Additionally, our empirical results reveal absence of non-linearity in the 

public debt-growth relationship. Our results are consistent with Egert (2015) 

results that in rare cases when non-linearity is detected, the negative non-linear 

relationship appears at lower level of public debt (between 20% and 60% of 

GDP). Moreover, Egert (2015) results reveal that a negative nonlinear relation-

ship between public debt and growth is sensitive to modeling choices and data 

coverage, using data for 29 OECD countries. Likewise, our results are con-

sistent with Schclarek (2004) who do not find any support for non-linear rela-

tionship between public debt and economic growth. Conversely, our results are 

inconsistent with Reinhart-Rogoff (2010) who uses descriptive statistics to 

show that public debt may have a negative effect on growth, especially when it 

exceeds 90%. 

 

Table 6. Pooled Mean Group (PMG) estimation for all the developing 

countries, classified as emerging economies (Robustness Tests) 

 Model 1 

Long-run Coefficient 

Model 1 

Short-run Coefficient  

Public Debt (Debt)   0.060***    (2.50)  -0.105         (-0.96) 

Public Debt2 (Debt2)  -0.298         (-0.95)   0.975          (0.79) 

Population Growth Rate (POP)  -0.103***   (-2.16)   0.392          (0.53) 

Government Consumption 

(GOVCON) 

 -0.275***   (-3.36) -0.788***     (-2.84) 

Real Effective Exchange Rate 

(REER) 

 -0.018**      (-2.12)   0.108***     (2.93) 

Real Interest Rate (RIR)  -0.097***    (-5.03)  -0.005          (-0.09) 

Trade Openness (TO)  -0.043**      (-3.36)   0.054           (1.00) 
Error correction adjustment      -0.778***     (-8.71) 

Hausman-test for long-run  

Homogeneity 

 0.800          (0.997)      -                  -          

 

Notes: a See Table 2 for exact definition of variables. The dependent variable is real GDP growth 

rate. b The short-run coefficients are estimated using first difference (e.g. æDebt, æDebt2, æPOP, 
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æRIR, æGOVCON, æREER, æTO). c Figures in parentheses are test statistics except for Haus-

man tests, which are p-values.       d *** , **and * indicates that the coefficients are significant 

at 1%, 5%, and 10 %, respectively. Prior to running the PMG results for all the developing 

countries, classified as emerging economies, we conduct panel unit roots tests but the results 

are not reported to save space. Observation = 432.  

 

5. CONCLUSION AND POLICY RECOMMENDATIONS  

Although earlier studies have investigated the public debt-growth relation-

ship for countries in developed economies, there is a dearth of studies on the 

effects of public debt on long-run economic growth of common law versus civil 

law countries in developing economies, classified as emerging economies. Our 

paper fills this gap in the literature. The Pooled Mean Group estimator that ac-

counts for heterogeneity across countries results reveal that public debt lowers 

long-run economic growth of common law countries but it has insignificant ef-

fects on long-run economic growth of civil law countries. Conversely, public 

debt has insignificant effects on short-run economic growth of common law 

countries but it lowers short-run economic growth of civil law countries. The 

results for the common law countries, support the Elmendorf and Mankiw 

(1999) and the traditional theory that public debt crowds out capital and lower 

long-run economic growth. Conversely, the civil law countries results contra-

dict Elmendorf and Mankiw (1999) and the traditional theory that public debt 

stimulates economic growth in the short-run but crowds out capital and lower 

long-run economic growth. Moreover, in the short-run, there is no evidence that 

public debt stimulate economic growth of common law countries in developing 

economies, classified as emerging economies.  

 

From a policy perspective, the results have important policy implications. 

Firstly, the results imply that institutional factors such as legal origin explain 

different impact of public debt on economic growth in developing countries, 

classified as emerging economies. Therefore, the aspect of the World Bank Mil-

lennium Developmental goal focusing on improving quality of institutions in 

developing countries is a step in the right direction. Improving the quality of 

institutions would reduce inefficient and ineffective utilization of financial re-

sources, such as public debt, and foster the long-run economic growth that the 

developing countries desire. Secondly, the results re-inform policymakers (i.e. 

government) to be cautious of large public debt to finance public expenditure. 

Large public debt affects the economy negatively in the short-run and long-run. 

A country with large public debt may experience difficulty in financing on-go-

ing deficit through additional borrowing, and may be tempted to use alternative 

sources that are costly, such as seigniorage (seigniorage usually leads to hyper-

inflation) to raise revenue. Third, large or moderate public debt may reduce the 

fiscal flexibility of the government. Although, moderate levels of public debt 

have small negative effects on economic growth; large public debt are generally 

costly (Reinhart and Rogoff, 2012). Thus, even a government using moderate 
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public debt would face some constraints to respond to calls for more spending 

or lower taxes (Elmendorf and Mankiw, 1999). 

 

Our paper focuses on the effects of public debt on long-run economic 

growth of common law versus civil law countries in developing countries, clas-

sified as emerging economies. Future research may investigate the effects of 

public debt on long-run economic growth of common law versus civil law coun-

tries using data for all developing countries.  
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APPENDIX  

 
Lists of Developing Countries, Classified as Emerging Economies 

Common Law Countries Civil Law Countries  
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 Peru 

 Philippines 

 Poland 

 Russian Federation 

 Slovak Republic 

 Korea 

 Turkey 
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ABSTRACT 

 
A large portion of global investment and trade activities are controlled by Global Value 

Chains (GVCs) and it is even not possible to understand the global economy without certain 

awareness of them. Thus, whoever has the competitive edge within GVCs benefits relatively 

more from the global economy. Moreover, decisions and strategies of the global actors cannot 

be considered independently from their perceptions of competition. Thus, the nature of compe-

tition and how to measure competitiveness of each actor within GVCs are among the primary 

topics to be examined in order to understand the contemporary economic relations. This paper 
thus first discusses the nature and measurement of competition in GVCs. It also examines the 

concept of global competitiveness using a number of macroeconomics indicators by considering 

the European Union countries, the member countries of Shanghai Cooperation Organization, 

BRICS countries and the USA. In order to distinguish the relative competition levels of each 

global actor in GVCs, our paper then analyzes the role of Cultural Value Chains (CVCs) in the 

global competition. However, there is a lack of satisfactory statistics for creative industries for 

most countries, which are the main constituents of CVCs. Therefore, our study examines coun-

tries with reliable data to extend our understandings on the matter. Finally, this study discusses 

the decomposition of a domestic economy using the concept of GVCs, since policy and decision 

makers, especially governments, should focus on the dynamics of domestic and global economy 

in a synchronized way. Our study consists of three closely related parts, which, we believe, 
contributes more fundamentally on the discussion on the vitality of GVCs for the global econ-

omy.  

 

1. INTRODUCTION  

 

The role of Global Value Chains (GVCs) in the global economy canôt be 

ignored by national or international actors. When considering their share and 

role in the global economy, itôs not an exaggeration to say that GVCs are the 

spine of the contemporary global economy. Their share in global trade is ap-

mailto:halityanikkaya@gtu.edu.tr
mailto:aaltun@gtu.edu.tr
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proximately 80 percent (UNCTAD, 2013) and basically, whoever has a sub-

stantial influence on GVCs has a considerable effect on global economy in any 

way. The efforts trying to examine contemporary global economy and GVCs 

separately from each other are not fruitful. Even to see the boundaries of glob-

alization, GVCs are a primary structures reflecting where globalization has ex-

tended so far. 

 

As to the global competition; how actors of global economy perceive com-

petition also shape their decisions. What success and failure means in the global 

economy for each actor and how to be more successful in such a competitive 

environment depend on how they perceive competition. This also requires better 

understanding of GVCs as one of the main realities of contemporary economy 

and requires more discussion on dimensions of economic activities and relations 

within GVCs.  

 

Our paper discusses on the nature of competition and then how to measure 

it. Since without focusing on the main reference point in decision making pro-

cess of actors, discussing other dimensions of global economy and its constitu-

ents may not be efficient. Another important point is that GVCs are very com-

plex and big structures. Many nations and companies can come together to per-

form various activities for a joint chain. How these structures can be constructed 

and sustained requires more explanations in terms of base structures for such 

big collaborations. Our paper primarily introduces Cultural Value Chains 

(CVCs) as one of the explanations to these base structures. Further, how local 

decision makers such as national governments combining national and interna-

tional dimensions of economic interactions for decision making in terms of 

competition will be discussed. This is mainly related with understanding the 

decomposition of local economy in terms of global and regional flows and 

chains of economic activities. 

 

2. GLOBAL ECONOMY, GVCs AND COMPETITION  

 

Globalization basically can be defined as ñthe process of continuing inte-

gration of the countries in the worldò (Mrak, M., 2000). Considering this inte-

gration together with the increasing level of fragmentation of production, the 

world becomes such interacted that has never seen before. Actually many eco-

nomic activities are not new. Some of them extended to thousands years ago, 

some of them extended to centuries ago and some of them extended to decades 

ago (Elms et al., 2013), (Kowalski et al., 2015). New activities are: increasing 

global dimensions and global interactions (Elms et al., 2013; Kowalski et al., 

2015).  

 

GVCs are core structures reflecting every aspect of new things in the con-

temporary economy. Basically, GVCs are the global level of value chains, 
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which can be defined in a way that ñThe value chain describes the full range of 

activities that firms and workers perform to bring a product from its conception 

to end use and beyond. This includes activities such as design, production, mar-

keting, distribution and support to the final consumer (Gereffi and Fernandez-

Stark, 2011).ò GVCs are available for decades, but the aspects that are new for 

GVCs is the scale where GVCs accessed and the amazing level of fragmentation 

of production resulted from technological change (De Backer and Miroudot, 

2013).  

 

It is necessary to clarify one very important point for better understanding 

of the concept of GVCs. That is, compared to local actors in the global economy, 

foreign actors can have similar or sometimes better rights in local economies in 

terms of financing, investing, producing, selling and trading. They even can 

benefit from the similar governmental supports. Thus, local governance and in-

ternational actors are main parts of this economical competition along value 

chains. This means a competition occurring not only in international level but 

also within borders among locals and foreigners. How this competition per-

ceived by local governments and global players have significant effect on policy 

making process. 

 

The success of actors in this competition depends on their competitiveness 

levels. Competitiveness is defined as ñthe set of institutions, policies, and fac-

tors that determine the level of productivity of a country.ò (WEF, 2014) 

Figure 1. The Relations among Parameters of Competitiveness 

 

Source: Adopted from World Economic Forum (2014) The Global Competi-

tiveness Report 2014-2015. 

 

How do we consider this competitiveness concept for GVCs? Basically cap-

ital flows shape the international economy. They change the ownerships of the 

economic activities. Productivity and return on investment also are affected by 

ownership. Thus, the changing income means changing in wealth. For each 

GVC, this reflects the basic nature of competitiveness. Whoever relatively ben-

efit more from these cycles for each GVC can be recognized as the relatively 

more successful in competition along these chains.  

 

It is not easy to examine each GVC one by one. However, for individual 

countries there are some basic indicators that can make sense for understanding 

the issue better. There are FDI stocks and flows statistics for each country pro-

vided by United Nations Conference on Trade and Development 
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(http://unctadstat.unctad.org). Balance of payments statistics also reflects the 

other parts of capital flows. As a result of these flows, shareholders of economic 

factors are changed for countries. It is not easy to determine the extent of these 

changing shareholders, except some restricted studies and predictions. Then the 

cycle continues by altering productivity and level of successes in investments, 

income as a result of previous motives, and wealth from accumulation of in-

come.  
 

Figure 2. Competitiveness Cycle in GVCs 

 
The concept of competitiveness implies a potential of being successful in a 

global competition, but measuring the level of competition for each country is 

the key factor for supporting decision making process. There are some com-

monly accepted performance measures for countries in this competition. ñOne 

of the most visible measures we hear about on a frequent basis is GDP or ñGross 

Domestic Productò (Camlek, V., 2012)ò GDP is defined in a way that ñit is the 

sum of gross value added by all resident producers in the economy plus any 

product taxes and minus any subsidies not included in the value of the prod-

ucts.ò1 In another dimension, the value of GDP reflects the income of nationals 

and foreigners within certain borders. Also exports and imports of a country 

which are among most important constituents of GDP determine the level of 

participation in the global economic environment. 

 

Here we shall focus on 4 important economic actors: EU (for simplicity 

EU5), Shanghai Cooperation Organization (SCO), BRICS and USA. First 

checking GDP, exports and imports of above four important actors in the global 

economy, we then discuss beyond this. 

 

                                                
1 . See World Bank World Development Indicators at http://data.worldbank.org/indica-

tor/NY.GDP.MKTP.CD. 
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Regarding GDP statistics, it is clear that the volume has been constantly 

increasing. Leading position of USA and China can be observed easily. Other 

countries have been growing in terms of GDP which can be seen in figures be-

low, as well. 

 

Figure 3. EU5, BRICS, SCO and USA GDP Between Dates 1990 and 

2014 in Billions USD 

 

Source: http://data.worldbank.org 

 

Figure 4 below presents GDP figures for three important groups of actors in 

the world economy EU5, SCO and BRICS. The leading economies in SCO is 

China and Russia, other countries have very low GDP levels. But total volumes 

of each separately make sense to be leading four main competitors in the global 

economy. Other important measures are exports and imports data. 

 

Figure 5 reports that EU5 exports and imports are also increasing in volumes 

during the period considered. Especially Germany has shown very high growth 

in both export and import. This means more interaction with other countries.  

 

Figure 6 implies that in SCO, Russia and Kazakhstan have considerable 

level of exports and imports relative to others. Other economies are very small 

economies compared Russia and Kazakhstan. As a member of SCO, China is 

also very important country with high growth rates both in exports and imports.  

 

Figure 7 shows that BRICS countries have also increasing exports and im-

ports. That is, all four actors, EU5, BRICS, SCO and USA have increasing GDP, 
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exports and imports. According to traditional economic understandings, given 

statistics above and growth rates of GDP, exports and imports, researchers try 

to explain the evolution of competition using a number of parametric or non-

parametric methods. However, we try to clarify beyond traditional views. 

 

Figure 4. GDP of EU5, SCO and BRICS in Billions USD: (1) EU5 GDP 

(1985-2014); (2) SCO GDP (1990-2014); (3) BRICS GDP (1990-2014) 

  

 

Source: http://data.worldbank.org 

 

It is crucially important to note that GDP and trade statistics fail to convey 

information about changing shareholdersô profiles within economies. For any 

growing or shrinking economy, local and foreign factor owners are the real gain-

ers or losers. However, statistics discussed above convey very little information 

about relative success of local and foreign actors. For instance, in a growing 

economy, foreign actors may gain relatively much more than locals and even 

the growth rate of increasing income of foreigners can be much higher than 

locals. 

 

Another important measure is GNP in terms of income and sometimes it is 

also called GNI. ñGross national income (GNI, formerly GNP) is the sum of 
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value added by all resident producers plus any product taxes (less subsidies) not 

included in the valuation of output plus net receipts of primary income (com-

pensation of employees and property income) from abroad.ò2 GNI is the income 

gained by locals both in their homeland and in abroad. Globally, GNP may make 

some sense for nationals to see what an income level they can access globally. 

By comparing the growth rate of GDP with the growth rate of GNP, trends can 

be observed. To clarify matter: 

¶ GDP= (Income gained by foreigners within a country = A) + (Income 

gained by locals within a country = B). 

¶ GNI= (Income gained by locals within a country = B) + (Income gained 

by locals abroad = C). 

 

Figure 5. EU 5 Exports and Imports in Billions USD: (1) EU5 Exports 

(1985-2014); (2) EU5 Imports (1985-2014) 

  

Source: http://data.worldbank.org 

 

If we were able to calculate A, B and C separately, it would be much easy 

to compare the success of each country in the global environment. Within the 

world surrounded by GVCs, borders are now much less a matter, instead for 

each nation a level of participation and relative productivities matter. Rather it 

is possible to generate one more indicator by just taking difference between GNI 

and GDP (C-A) as if an income is at balance, we find that the differences be-

tween a countryôs nationalsô income gained from abroad and the income gained 

by foreigners within a border of that country. This gives us an understanding of 

relative success of a country against other countries in the global environment 

where GVCs are such a matter.  

                                                
2 . See World Bank World Development Indicators at http://data.worldbank.org/indica-

tor/NY.GNP.ATLS.CD. 
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Figure 6. SCO Exports and Imports (except China) in Billions USD: 

(1) SCO Exports (1992-2013); (2) SCO Imports (1992-2013) 

  

Source: http://data.worldbank.org 

 

Figure 7. BRICS Exports and Imports in Billions USD: (1) BRICS Ex-

ports (1990-2014); (2) BRICS Imports (1990-2014) 

  

Source: http://data.worldbank.org 
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3. IMPLICATIONS OF (GNI -GDP) IN GVCs DOMINATED GLOBAL 

ECONOMY  

 

A (GNI-GDP) difference provides considerable evidence about the relative 

competitiveness of a nation against the others. Here are these indicators exam-

ined yearly, however considering international investment environment and the 

duration of return on investment from FDIs, sometimes looking the averages of 

5 or 10 years should also be taken into account. 

 

Figure 8. GNI-GDP for EU5, BRICS, SCO and USA  

Between 1993 and 2013 in Billions USD 

 

Source: http://data.worldbank.org 

 

Regarding GNI-GDP differences figures, we see very different patterns for 

EU5, the USA, SCO and BRICS. EU5 countries except the United Kingdom 

have very similar patterns for GNI-GDP statistics. Especially two important 

years, 1995 and 2004, are main expansion steps of the EU and after these dates 

there has been an increasing trend in GNI-GDP. The UK, especially between 

years 1995 and 1999, follows different patterns. After the 2008 crisis, there are 

again increases for EU5 indicators. Whether they suffer or benefit from the 2008 

crisis is a different question though. This may also imply something about the 

adaptation potential to probable crisis environment by international economic 

bases, means a flexibility. In the Europe such synchronized movements may be 

the sign of a joint policy making. This may also be the result in compensation 

of shocks by collaboration. Figure 9 also shows how the Europe intervenes in 

the global environment much. A decreasing and then increasing patterns of 

GNI-GDP show an investment cycle. The Europe, compared other countries 
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below has also much more cyclical nature. 1985-1989, 1989-1993, 1993-1997, 

1997-2000, 2000-2006, 2006-2010, 2010-2012 cycles also may imply some in-

vestment position changes but as seen below, financing investment abroad for 

a very long duration seems a bit changed as well.  

 

Figure 9. GNI-GDP for EU5 Between 1985 and 2014 in Billions USD 

 

Source: http://data.worldbank.org 

 

As can be seen from Figure 10, there is an interesting similarity between the 

periods 1985-2000 and 2002-2014 for the USA. And yet for the latter period, 

the volume is relatively larger. This may imply 10-15 years ROI of USA invest-

ments abroad. The decreasing pattern implies an investment period and the vol-

ume provides information about the increasing income level from investments 

abroad. The pattern of US cannot be considered independently from Chinese 

figures though.  

 

Since the early 2000s, Chinese GNI are always lower than her GDP 

implying the accumulation of foreign factor ownership in China. But these 

efforts still are not enough to make GNI increase over GDP. Next 5-10 years 

will clarify whether Chinaôs investment effort may contribute its 

competitiveness against foreign factor ownership within China. 

 

Indiaôs figure also implies investment efforts abroad for the cycles of 2001-

2005 (relatively small), 2007-2010, 2010-2013. Contrary to China, Indiaôs GNI 

becomes higher after 2010 for some years. For Russia, periods between 1999-

2010 and 2010-2014 cannot be explained with the above implications that is 

valid for the other countries. Since the cyclical nature caused by 2010 basically 

a result of dramatically decrease of GDP in that year. For Russia, also note that 

GNI has a pattern that is mostly below the pattern of GDP. 
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Figure 10. GNI-GDP in Billions USD: (1) GNI-GDP for USA (1985-2014); 

(2) GNI-GDP for China (1985-2014) 

  

Source: http://data.worldbank.org 

 

Data on exports and imports also imply similar patterns with GNP and GDP. 

GNI-GDP conveys some interesting details beyond GDP and GNI though. In-

crease in GDP or GNI doesnôt necessarily imply that local factor owners benefit 

more or at least relatively the same. China and the USA examples move com-

pletely in the opposite direction. To clarify the matter, the amount of Chinese 

exports by foreign factor owners is approximately 52% (Ma, H. et al., 2013). A 

GNI-GDP difference also indicates relatively dramatic increasing effects of for-

eigners especially after 2005. Here we just want to attract awareness to an im-

portant need of examination of global economy not constrained by the ordinary 

understandings. GNI-GDP is a somehow confirmatory argument for this.  

 

Another important point that shouldnôt be ignored is Cultural Value Chains 

(CVCs). The need of CVCs to explain GVCs depends on the complexity of 

GVCs. Such big structures including various industries and actors along a chain 

requires a base to gather and sustain these integrated structures. If these struc-

tures just only had business sides, companies could come together as profit seek-

ers. GVCs also require sustaining consumption cultures to sustain GVCs, as 

well. And such consumption culture can be formed by some cultural goods or 

services called as Cultural Value Chains. As an individual section, we want to 

clarify some characteristics of these chains. CVCs can be considered as Global, 

Regional Value Chains in one way, but we need to focus them separately in 

order to assess the characteristics of forming and sustaining cultural bases for 

other value chains. 
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Figure 11. GNI-GDP for BRICS Between 1991 and 2014 in Billions USD 

 

Source: http://data.worldbank.org 

 

4. CULTURAL VALUE CHAINS (CVCs) AND THEIR ROLES  

 

A GVC is not a simple structure such that it is just managed by one actor. A 

large number of actors from various industries and subindustries participate in 

a certain GVC. A GVC also requires a sustainable consumption of final goods 

for not only to survive but also to be sustainable in a longer term. Thus, such 

big structures need huge cultural bases both for supply chain and consumption. 

These needed cultural bases can be formed and sustained by an effective tool 

that can be effective as wide as GVCs. This can only be again explained by 

value chains concepts that are having global dimensions. A Global Value Chain, 

which has a role in forming and sustaining a cultural base for a certain GVC or 

GVCs may be a good explanation for this understanding. The concept of CVCs 

is a very useful notion for our argument. CVCs can be defined in a way that 

they are cultural or creative goods or services value chains, which plays an im-

portant role not only in constructing new value chains but also in sustaining 

available value chains by feeding culture bases for GVCs.  

 

If there is no demand for, there is no need to supply of goods and services. 

Thus, GVCs can only survive by sustaining consumption of their final goods. If 

participating companies donôt have confidence in the prospective success of 

value chains, they leave the value chains. To keep consumers and other compa-

nies loyal to value chains can only be possible by the existence of strong cultural 

bases. Formation of cultural bases and feeding these cultural bases are among 

important aspects of GVCs. Of course such cultural bases should be as global 

as GVCs themselves, too. 
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Is there any of us who can ignore the effects of Hollywood films on our 

contemporary life styles? Is there any country in which McDonalds, Burger 

King, Kentucky Fried Chicken or Pizza Hut are not operating there? So, people 

learn life styles from some sources, especially by consuming cultural goods or 

services. Some cultural goods have unbelievably wide and high effects on peo-

ple. In many countries, people watch Titanic, even some of them watch it many 

times in cinema. The books of Lord of the Rings, the movie of it are also im-

portant samples. How jeans become such a wide, whether it is possible without 

a cultural base? Cultural goods and services are very effective in formation of 

cultural bases for consumption of some other goods.  

 

A value chain has direct effect on economy both at the micro and macro 

levels. However, some value chains such as cultural good or services value 

chains have also second and third generation effects. A cultural good or service 

value chain may trigger other goods or services value chains directly related 

with its cultural good or developed from it. Developing toys of a film character 

may be a good example. But, some effects of cultural value chains can be con-

tributing to form a culture base for other value chains. The last effect may be 

contributing to another culture. 

 

First Generation Effect: These are micro and/or macro effects of own pro-

duction and trade. Animation industry buy something from abroad, assign tasks 

to foreign firms located in other countries, export their products, employ work-

ers. That is, there are basically some direct effects to an economy. When con-

sidering cultural industries and creative industries together, even this first gen-

eration effects are considerably high. First generation effects are discussed 

mainly by using some other data sources instead interviews. The interviews will 

focus mainly on mapping and analyzing second and third generation effects. 

 

Second Generation Effect: Developing secondary products from original 

cultural goods such as developing toys, etc. from related cultural goods or ser-

vices are second generation effects. So these effects mean the development of 

new value chains. For example, documentaries of Discovery Channel, National 

Geographic Channels and History Channels have very wide second generation 

effects. Even you most probably buy many related products with their docu-

mentaries from their websites such as books, maps, magazines, games, interac-

tivities, android or apple applications, miniatures, figures or posters of charac-

ters, special exhibitions, t-shirts, hats, toys, many accessories related with orig-

inal documentaries, imitations of accessories used in documentaries, etc. (See 

their websites for games, interactivities and shop; www.discovery.com, 

www.history.com, www.nationalgeographic.com) 

 

Third  Generation Effect: These effects are to contribute for forming a cul-

tural base for some other value chains, not directly derived from original prod-

uct, by imposing a habit, a lifestyle, etc. For example, many Hollywood movies 

http://www.discovery.com/
http://www.history.com/
http://www.nationalgeographic.com/
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contribute to widening the western culture and Bollywood movies contribute 

peopleôs familiarities with the Indian culture. How fast food chains become such 

wide cannot be explained with any other way except these cultural value chains. 

 

Cultural goods or services are defined recently within the concept of crea-

tive industries. Creative Economy data are available in UNCTAD Statistics 

since the early 2000s. Mainly, there are four basic categories:3 

¶ Creative Goods Exports and Imports 

¶ Creative Services Exports and Imports  

¶ Creative Industries Related Goods Exports and Imports 

¶ Creative Industries Related Services Exports and Imports 

o Computer and Information 

o Royalties and Licenses Fee 

 

The rest of the section discusses the extent of creative economy worldwide. 

Creative goods exports and imports are approximately 500 billion US dollars in 

year 2011. Total trade flows for these industries are about a trillion dollars for 

the same year. Creative services exports and imports are about more than 250 

billion dollars, with totaling approximately 500 billion dollars. Related indus-

tries goods exports and imports are approximately 850 billion dollars each with 

totaling more than 1.6 trillion dollars. Creative industries related services ex-

ports are more than 500 billion dollars and imports are approximately 400 bil-

lion dollars with totaling approximately more than 4 trillion dollars. Consider-

ing their effect mechanism on forming a culture base for other consumptions, it 

is considerably a big volume. 

 

Our paper especially considers two important countries in terms of global 

competitiveness in their creative industries and their global economic roles. 

China has much higher exports relative to its imports and the USA has the op-

posite. Regarding the creative economy statistics for the understanding of 

CVCs, at a first glance it seems that they donôt have different patterns from their 

ordinary global trade movements. Thatôs why, production costs of creative 

goods and costs for creative services are cheaper in the very same countries 

where other production and services costs are also lower such as the Far Eastern 

Countries. For example, animation and film industry can find much cheaper 

services in the Far East and they then choose to benefit from this. Production of 

creative goods is much cheaper in the Far East although the origin and licenses 

are mostly hold by the few other nations. Thus, higher net-exports of China and 

higher net-imports of USA are consistent with this view.  

 

                                                
3. See UNCTAD Creative Economy Statistics available at http://unctadstat.unctad.org. 

http://unctadstat.unctad.org/
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Moreover, high volumes of (bilateral) trade in creative industries mean its 

substantial share in the global economy. Nonetheless, type of cultural motives 

and values they carry depends on which culture dominates within them. There-

fore, royalties and licenses fee statistics provide important clues for clarifying 

the matter. With a triggering mechanism from royalties and licenses to creative 

economy activities and from creative economy activities to other type of eco-

nomic activities, this will bring us to the results that we observe in GNI-GDP 

differences. 

 

Similar to the merchandise trade, China has a huge exports and relatively 

lower imports and USA has higher imports in these industries. However, the 

levels of GNI-GDP differences for the USA and China are not consistent with 

these graphs. Thus, there may be some other explanations within the creative 

economy to convey information in terms of these differences. Evaluating each 

of the two parts of Creative Industries Related Services Statistics, Royalties and 

Licenses Fee Exports and Imports gives us some important clues.  

 

Royalties and licenses fees are defined in the Creative Economy Report in 

a detailed way: 

ñroyalties and license fees covers receipts (exports) and payments (imports) of res-

idents and nonresidents for (i) the authorized use of intangible non-produced, non-

financial assets and proprietary rights ï such as trademarks, copyrights, patents, 

processes, techniques, designs, manufacturing rights, franchises, etc. and (ii) the 
use, through licensing agreements, of produced originals or prototypes ï such as 

manuscripts, films, etc.ò (Creative Economy Report 2010 - Statistical Annex) 

 

Amazingly high US exports compared to Chinese exports and relatively 

very higher exports compared to its own imports, Royalties and Licenses Fee 

Exports and Imports figures reflect one of the key points of the global economic 

environment. Other dimensions of creative economy do not also seem to differ 

much from the ordinary patterns. However, royalties and licenses fee convey 

very valuable information about the source of competitiveness and factor own-

erships for each country not easily caught at a first glance. One of the most 

important implications of royalties and licenses fees statistics is that they prob-

ably show who dominates the cultural value chains. Thus, royalties and licenses 

fee and GNI-GDP differences are just among two indicators that can provide us 

valuable information in addition to the ordinary understandings of competition.  

 

When comparing Royalties and Licenses Fees with some other indicators, 

they may relatively be small, however considering each countryôs share, the 

USA has clearly a leading position. 

 

Tables 1-4 report some important facts about Royalties and licenses fees 

(RLF). Table 1 shows RLF exports in billions USD, Table 2 shows the share of 
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RLF exports in world total, Table 3 shows RLF imports in billions USD and 

Table 4 shows the ratios of RLF exports to imports. Considering Table 1 and 

Table 2 together, it is clear that the USA has a prominent role in RLF. Approx-

imately half of the world total belongs to the USA in terms of RLF exports.  

 

Figure 12. World  Creative Economy in Billions USD: (1) Creative Goods 

and Services (2003-2011); (2) Creative Goods, Services, Related Goods 

and Services (2003-2011) 

  

Source: http://unctadstat.unctad.org 

 

Considering Table 1 and Table 3, although China, BRICS and SCO mem-

bers have very small amount of exports, they have considerably higher imports. 

Table 4 shows the ratio of exports to imports, their imports 10 times bigger than 

their exports. For China case this ratio is more than 16 times. When considering 

the components of GVCs, these RLF figures convey important information for 

us. The competitiveness in GVCs has mainly two pillars: (1) to be the owner of 

idea, project, brand or model and (2) to construct a systematic value flow mech-

anism. Thus, RLF figures are very important for the first pillar and GNI-GDP 

figures are very important for understanding the second pillar. In the USA and 

EU5 cases, they are relatively much more successful compared to others in 

terms of both of these ways. However, the USA seems much prominent position 

for the latter, that is in constructing a systematic value flow mechanism when 

we considering GNI-GDP figures.  
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Figure 13. USA and China Creative Economy Figures in Billions USD: (1) 

USA Creative Goods, Services, Related Industry Goods and Services 

(Royalties and Licenses Fee not included) (2003-2011); (2) China Creative 

Goods, Services, Related Industry Goods and Services (Royalties and Li-

censes Fee not included) (2003-2012); (3) USA Royalties and Licenses Fee 

(2003-2011); (4) China Royalties and Licenses Fee (2003-2012) 

 

 

 

  

Source: http://unctadstat.unctad.org
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Figure 14. % Share in World Total: (1) USA International Trade in Roy-

alties and Licenses Fee (2003-2012); (2) China International Trade in 

Royalties and Licenses Fee (2003-2012) 

  

Source: http://unctadstat.unctad.org 
 

Table 1. Royalties and Licenses Fees Exports in Billions USD (2003-2012)  

  2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

USA 56,8 67,1 74,4 83,5 97,8 102,1 98,4 107,2 120,8 124,3 

EU5 19,6 23,7 28,3 29,8 35,1 41,6 50,3 46,6 49 42,5 

China 0,1 0,2 0,2 0,2 0,3 0,6 0,4 0,8 0,7 1 

BRICS (China 

Excluded) 
0,3 0,4 0,6 0,6 0,9 1,1 1,1 1 1,5 1,6 

SCO (China 

Excluded) 
0,2 0,2 0,3 0,3 0,4 0,5 0,4 0,4 0,6 NA 

World Total  114,4 141,2 159,2 173,4 204,4 230,1 235,9 254,1 288,9 268 

Source: http://unctadstat.unctad.org 

 

Table 2. Royalties and Licenses Fees Exports' Share in Total (%)  

(2003-2012) 

  2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

USA 49,7 47,5 46,7 48,2 47,8 44,4 41,7 42,2 41,8 46,4 

EU5 17,1 16,8 17,8 17,2 17,2 18,1 21,3 18,3 17 15,9 

China 0,1 0,1 0,1 0,1 0,1 0,3 0,2 0,3 0,2 0,4 

BRICS (China 

Excluded) 
0,3 0,3 0,4 0,3 0,4 0,5 0,5 0,4 0,5 0,6 

SCO (China 

Excluded) 
0,2 0,1 0,2 0,2 0,2 0,2 0,2 0,2 0,2 NA 

World Total  100 100 100 100 100 100 100 100 100 100 

Source: Adopted from http://unctadstat.unctad.org 

0%

10%

20%

30%

40%

50%

60%

2
0
0
3

2
0
0
4

2
0
0
5

2
0
0
6

2
0
0
7

2
0
0
8

2
0
0
9

2
0
1
0

2
0
1
1

(1)

EXPORTS IMPORTS

0%

1%

2%

3%

4%

5%

6%

2
0
0
3

2
0
0
4

2
0
0
5

2
0
0
6

2
0
0
7

2
0
0
8

2
0
0
9

2
0
1
0

2
0
1
1

(2)

EXPORTS IMPORTS

http://unctadstat.unctad.org/


Competition in the global economy and cultural value chains  

 

 

77 

Table 3. Royalties and Licenses Fees Imports in Billions USD (2003-2012) 

  2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

USA 19,3 23,7 25,6 25 26,5 29,6 31,3 33,4 36,6 42 

EU5 19,8 22,8 25,7 26,5 30 40,1 45,1 40,9 43,7 37,5 

China 3,5 4,5 5,3 6,6 8,2 10,3 11,1 13 14,7 17,7 

BRICS (China 

Excluded) 
3,1 3,8 4,7 5,8 7,8 10,5 10 12,1 14,1 17,3 

SCO (China 

Excluded) 
0,7 1,1 1,6 2,1 2,9 4,7 4,1 4,9 5,9 NA 

World Total 117,4 142,8 157,6 164,8 189 235,7 246,5 266,3 292,6 273,8 

Source: http://unctadstat.unctad.org 

 

Table 4. Royalties and Licenses Fees Exports-Imports Ratio (2003-2012) 

  2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

USA 2,94 2,83 2,91 3,34 3,69 3,45 3,14 3,21 3,3 2,96 

EU5 0,99 1,04 1,1 1,12 1,17 1,04 1,12 1,14 1,12 1,13 

China 0,03 0,04 0,04 0,03 0,04 0,06 0,04 0,06 0,05 0,06 

BRICS (China 

Excluded) 
0,1 0,11 0,13 0,1 0,12 0,1 0,11 0,08 0,11 0,09 

SCO (China Ex-

cluded) 
0,29 0,18 0,19 0,14 0,14 0,11 0,1 0,08 0,1 NA 

World Total  0,97 0,99 1,01 1,05 1,08 0,98 0,96 0,95 0,99 0,98 

Source: Adopted from http://unctadstat.unctad.org 

 

5. DECOMPOSITION OF NATIONAL ECONOMIES  

 

We examine certain macroeconomics figures of the global economy above. 

These macro figures are the aggregation of national figures. Although there are 

many satisfactory statistics related with exports, imports and GDP, available 

statistics still are not adequate to reflect what we see in GNI-GDP and Royalties 

and Licenses Fee statistics (see figure 10 for GNI-GDP of USA and China; and 

see figure 13 for Royalties and Licenses Fee statistics of USA and China). This 

is mainly related how we consider national economies and how we associate 

them together in the global environment. Moreover, it is not easy to separately 

examine the main constituents of GDP and GNI in terms of factor ownerships. 

Regarding the global competition environment, it is important to know how ac-

tors take decisions without even separating these. Factor ownership should be 

considered together with factor productivity, sustainable income, sustainable 

wealth and value added to a society as a whole.  
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Figure 15. A Composition of Competition Path in GVCs Coordinated 

Global Economy 

 

There exist some basic problems regarding the effective and efficient de-

composition of a national economy. To find effective solutions to issues below 

is not easy, but this does not mean we should ignore them totally.  

¶ Difficulties in observing factor ownership by industry and national economy 

levels as a whole. It is thus difficult to make comparisons in terms of relative 

factor productivities of factor ownerships and relative value added to a soci-

ety.  

¶ The problems in decomposition of imports and exports. For example, US 

imports are higher than her exports and reverse is the case for China. How-

ever, GNI-GDP differences figures indicate that the USA gains relatively 

much more in the international environment. Differentiating the factor com-

ponents of imports and final export goods is not easy task. To make better 

decisions, it is necessary to distinguish factor components of each export (or 

import) goods by statistical data as if focusing on business process mentality 

as considering each export (import) goods as a separate process. That is, we 

need to understand input and output relations between export goods/services 

and import goods/services one by one.  

¶ The concept of GVCs is not much different from business process framework 

mentality recently. However, attempts to relate global, regional or export 

value chains with business process framework will be easier for policy mak-

ers to observe and benefit as a decision support system.  

¶ It is not impossible to determine inflows and outflows from a national econ-

omy in terms of business process framework mentality utilizing statistical 
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data. Mainly relative gains and contributions of each actor to each process 

can be observed one by one. This approach may enable policy makers to 

observe opportunity costs of different processes to others.  

 

6. CONCLUSION 

 

There exist enormous increases in both the magnitude and quantity of GVCs 

in the global economy. Countries are facing fierce competition for more partic-

ipation to GVCs and world leaders and international institutions highly recom-

mend this (see G20 Leaders Declaration in 2012 Los Cabos Summit). However, 

it seems that there is a lack of understanding of the issue especially by many 

policy makers. An observation of GNI-GDP differences and Royalties and Li-

censes Fee figures is a prerequisite for an effective decomposition of national 

economies by solving issues mentioned above. Although it is very difficult to 

distinguish local and foreign factor ownerships, the identity of the factor own-

ership is one of the important issues to understand such an integrated and com-

plex environment. Comparing GDP with GNI cannot solely provide this infor-

mation. Even increases in a countryôs exports sometimes means relatively more 

gains for foreign factor ownerships compared to local factor ownerships. Failing 

to account these issues, governments are less likely to make sound choices in 

their policy decisions.  

 

Cultural Value Chains (CVCs), which can be an important explanation for 

constructing and sustaining the cultural base for GVCs, have similar pattern 

with Global Value Chains (GVCs) according to statistics in terms of locations. 

However, official country borders are not much meaningful in the global econ-

omy. Both the GNI-GDP differences and RLF figures indicate interesting points 

beyond the ordinary understandings. Regardless of the location of economic ac-

tivities taking place, economic actors dominating CVCs are more likely to ben-

efit from GVCs most probably due to the relatively higher competitiveness lev-

els.  

 

The concept of competitiveness in the global economy would comprise of 

some more parameters by not ignoring the above issues. Since the perceptions 

of competitiveness by governments and companies shape their strategies as a 

whole, World Economic Forumôs (WEF) Competitiveness framework can be 

improved by adding some parameters such as factor ownership, relative factor 

productivity by factor ownerships, relative factor gains by factor ownership and 

some measures of value added to society.  
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ABSTRACT  

 

Public finance of health care is known to be one of the central factors for 

improving population health status. Since healthcare works through public 

institutions, the effect of public health financing on its outcome relies on the 

level of governance quality. The current paper examines the impact of public 

health financing on health outcome taking governance quality into considera-

tion. The study uses panel data analysis for 171 countries categorized into three 

income levels: low-income, middle-income and high-income countries, for the 

period 1995ï2012. In addition, some techniques that can control for potential 

endogeneity problem, such as GMM estimators, are adopted to obtain unbiased 

results. The findings reveal the importance of public health financing in improv-

ing population health. In particular, public health financing is negatively asso-

ciated with infant mortality rate in all income groups. Moreover, socioeconomic 

factors, such as income and education, appear to be equally important in re-

ducing the infant mortality rate. Most importantly, the quality of governance 

was found to be critical in determining the effect of public health financing on 

population health. This proves that public finance of healthcare is more efficient 

in improving population health outcome in countries where governance quality 

is relatively high compared to countries with low quality of governance. 

 

Keywords: public health financing, health outcome, governance quality, panel 

data. 
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1. INTRODUCTION  

Improved health outcome is considered one of the fundamental factors for 

high economic growth and development. An early study by Grossman (1972) 

established that individuals with good health tend to work more and thus have 

a higher level of productivity. One of the important determinants of health out-

come is the ability of individuals to get access to the essential health services. 

In a well-financed health system, individuals mostly have higher access to med-

ical care and services compared to an under-financed system. In general, the 

allocation of public health financing relies on budgetary processes and political 

systems, and there is sub-optimal allocation of funds between levels of care 

across regions. For instance, the same amounts of resources can be used to ex-

pand and improve the current services, or it can be used to cover more popula-

tion in rural areas, like building new hospitals. These alternative allocations of 

public resources have considerable effects on health status. In fact, public 

spending on health in developing countries is relatively low which may explain 

the large proportions of out-of-pocket expenditure on health as some individuals 

have to pay directly from their income to get access to health care services 

(Cornia et al., 2008; Rajkumar and Swaroop, 2008). In other words, when public 

health financing is low then it is quite difficult to cover the entire population. 

Therefore, previous literature emphasize that an increment in public health 

financing to increase coverage and access to health service is fundamental for 

improved health outcome (Cornia et al., 2008; Rajkumar and Swaroop, 2008; 

Hu and Mendoza, 2013; Asiskovitch, 2010; Akhmedjonov et al., 2011; Moreno-

serra and Smith, 2011). A part from increasing public expenditure, another 

important aspect for better health outcome is better governance quality to 

improve efficiency in utilization of resources and improve access and quality of 

health services. Improving governance quality with decentralization in the pro-

vision of health services, and better control of corruption, may help to reduce 

wastage and leakage of public resources. Recently, some studies have given 

emphasis to the level of governance quality in public health financing in child 

mortality reduction (Rajkumar and Swaroop, 2008; Hu and Mendoza, 2013). 

The main conclusion from these studies is that the governance quality does mat-

ter for health outcome.  

The main goal of this paper is to examine the effect of public health financ-

ing and governance quality on infant mortality reduction in 171 countries from 

1995 ï 2012. The sample of study is divided to three income groups according 

to World Bank income classification 2014: low-income, which includes low and 

lower middle-income countries, middle-income, which refer to upper middle-

income countries, and high-income countries. The study employs panel data 

analysis namely the generalized method of moments (GMM) estimators such as 

difference-GMM (DIF-GMM) and system-GMM (SYS-GMM).  



 Sirag, Nor, Ghani & Abdullah 

 

 

84 

1.1 PUBLIC HEALTH FINANCING AND PUBLIC HEALTH 

EXPENDITURE  

 

Public health financing refers to the total health expenditure by the 

government in a period of one year. One of the main health financing methods 

is through the general tax revenue which  is an essential source of healthcare 

funding in all countries with different income levels. In addition, social health 

insurance is a financing method that is used in different forms in low, middle 

and high-income countries alike. Insurance comprises of a defined contribution 

or premium related to a clear set of benefits for a particular period. The 

contributions from external resources channelled through government 

budgetary process is part of public spending on health.1 

Figure 1 shows the share of public health expenditure on average as a 

percentage of GDP for different income groups for the period from 1995 to 

2012. The resources allocated to health in the high and upper-middle-income 

countries, on average as a share of GDP, are higher than low-income countries. 

Also, government commitment to health in low-income countries are slightly 

rising, particularly from 2002 and upward, however, the resources allocated to 

health, on average, are almost constant from 2010 to 2012. Figure 2 illustrates 

the direction of the relationship between public health financing and health out-

comes in 171 countries. Predominantly, there is a negative relationship between 

public health financing as a percentage of GDP and infant mortality shown in 

the figure. Mostly, the figure indicates the presence of a positive connection 

between public health financing and the improvement of populationôs health 

outcomes.  

The organization of the paper is as follows: Section 2 reviews previous 

theoretical and empirical studies on the public health outcome from financing 

and governance quality; Section 3 explains the methodology employed in this 

paper in relation to its empirical model, method of estimation and sample data; 

Section 4 reports the empirical findings and conducts a discussion in relation 

previous findings; and Section 5 reiterates the findings of the paper in the 

conclusion.  

The organization of the paper is as follows: Section 2 reviews previous 

theoretical and empirical studies on the public health outcome from financing 

and governance quality; Section 3 explains the methodology employed in this 

paper in relation to its empirical model, method of estimation and sample data; 

Section 4 reports the empirical findings and conducts a discussion in relation 

previous findings; and Section 5 reiterates the findings of the paper in the 

conclusion.  

                                                
1. Health financing Mechanesim, see the WHO definition. 
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Figure 1. Public Health Expenditure as Percentage of GDP 

 

Source: World Bank (2014) and author calculation. 

Figure 2. Public health financing and infant mortality rate 

 
Source: World Bank (2014) and author calculation. 
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